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Abstract In spite of the fact that subspace method 
can approximate the distribution of categories precisely, 
only a few attempts have so far been made at apply- 
ing it in hand-written character recognition. The sub- 
space method proposed by Watanabe offers the basic 
concept of subspace construction, but the issue of how 
to use the limited samples to construct effective sub- 
space to  avoid the problem of the subspace inclining to- 
ward mean vectors remains unresolved. To cope with 
this problem, the authors have proposed the Combi- 
nation method(CM)'ll, which constructs the subspace 
from several groups including different number of sam- 
ples devided from the whole training samples. CM ob- 
tained a high recognition rate of 97.76% with respect 
to  ETLSB, the largest database of hand-written char- 
acters in Japan; the issues that need to be dealt with 
next are how to improve the recognition accuracy and 
how to accelerate the recognition speed. In this pa- 
per, we propose a new method called Uniform Divi- 
sion Method(UDM), which uses the uniformly divided 
training samples to  construct subspace. Compared to 
CM given earlier, UDM is very simple and effective 
enough to  improve the accuracy of recognition; as a 
result, we obtained a recognition rate of 98.64% for 
ETL9B compared to  the 97.76% for CM. This is the 
first time that such a high recognition rate has been ob- 
tained by making good use of subsapce method. Fur- 
thermore, the computation required for UDM is less 
than a half of that of CM. The UDM algorithm and 
the experiments with ETLSB will be described in this 
paper. 

1 Introduction 
Subspace method is well-known for its capability to 

r21 approximate the distribution of categories precisely . 
Due to the limitation of computation resources, so far 
the application of subspace method to large scale hand- 

written character recognition has been superficial. In 
recent years, with the advance of computer hardware, 
several articles on distinguishing between similar Chi- 

nese ~harac te rs '~ '  and segmentationi4' have used the 
subspace method. 

The subspace method proposed by Watanabe offers 
the basic concept of subspace construction, but the 
issue of how to use the limited samples to  construct 
effective subspace to avoid the problem of the sub- 

space inclining toward mean vectors remains un- 
resolved. To cope with this problem, the authors have 
proposed the Combination method(CM), which con- 
structs the subspace from several groups including dif- 
ferent number of samples divided from the whole train- 
ing samples. This idea is based on the multi-template 
concept17' for hand-written character recognition, in 
other words, the technique employed involves prepara- 
tion of multi-subspaces for each character. Although 
CM obtained a high recognition rate of 97.76% with re- 
spect to  ETLSB, the largest database of hand-written 
character in Japan, the problem of repeated use of sam- 
ples remains. This leads to the deterioration of recog- 
nition ability as well as the recognition speed. Obvi- 
ously, the question which we must consider next is to  
improve the recognition accuracy and to accelerate the 
recognit ion speed. 

In this paper, we propose a new method called Uni- 
form Division Method(UDM), which uses uniformly di- 
vided training samples for subspace construction. First, 
we verify that UDM based subspace method possesses 
adequate ability, in comparison with other well-known 
clustering methods such as K-means method or the 
modified K-means method in which the number of char- 
acter is fixed. Then we show that the features of char- 
acters can be represented by fewer orthonormal vectors 
when the training sample is divided into several groups. 
This method of division improves on the drawback en- 
countered in CM by a large margin. In experiments 
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of ETLSB, we obtained a very high recognition rate of 
98.64%, in comparison with the 97.76% of CM. Fur- 
thermore, the computation was reduced to less than 
half of that in CM. iFrom these results, the proposed 
method can be considered very effective in handwritten 
character recognition. 

The paper is organised as follows. Section 2 gives 
a brief overview of the conventional subspace method, 
and then introduces the new UDM, and discusses the 
results of basic simulation and experiments. Section 
3 describes the handwritten character recognition sys- 
tem. Section 4 presents the evaluation results of ex- 
periments on the ETL9B and related discussion. This 
is followed by concluding remarks in Section 5. 

2 Uniform Division of Training 
Samples for Subspace Method 

In this section, firstly the problem of conventional sub- 
space method will be pointed out, and then the three 
approaches to  cope with the problem will be described. 
Subsequently, we present UDM and confirm its effec- 
tiveness by simulation and small scale recognition ex- 
periments. 

2.1 Problems of Conventional Subspace 
Method 

To see the problem of conventional method, we con- 
duct the following experiment. One set of 200 samples 
pertaining to  one HIRAGANA C were selected from 
the ETL9B Database. In the experiment, the 200 sam- 
ples are divided into 10 groups, each of them has 20 sets 

data. Leave-one-o~t‘~~ method is employed here, which 
means 9 groups are used for subspace construction and 
the remaining one is used as unknown data. 

Fig. 1 shows the recognition result for HIRAGANA 
Cl  it uses the 10 eigenvectors which have the largest 
eigenvalue. 

Diamond “0” and plus “+I1 designate correct and 
wrong respectively. The horizontal axis represents sam- 
ple number, and the vertical axis represents the dis- 
tance transformed from projection of input vectors on 
subspace in terms of the Euclidean vector norm. Let 
i denote the sample number and Pim its projection on 
subspace, PEa, the maximum projection of categories 
m; transformed distance d r  is defined as 

where i belongs to categories m. 
We can see from Fig.1 that the performance of con- 

ventional subspace method is not good for samples far 

~ 
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Figure 1: Distance distribution of recognition results 
of HIRAGANA C 

from mean-vectors. In other words, in the conventional 
method of subspace construction samples far from the 
mean-vectors are not reflected efficiently into subspace. 

2.2 Basic Experiments in Division Method 
of Subspace 

In section 2.1, we showed that subspaces constructed 
by conventional method incline toward mean-vectors, 
and that wrong classification of samples far from the 
mean-vectors occur often. This is the main problem 
that should be overcome. To cope with this problem, 
the authors’ idea is to divide the training samples into 
several groups; this strongly influences recognition of 
the samples faraway in the subspace. 

There are three possible methods of division. Here, 
we are going to  examine the effect of each method 
through experiments. The test case is the one where 
the training samples are divided into two. 

Method 1: Uniform Division Method(UDM) 
Method 2: Modified K-means method with fixed 

Method 3: K-means method 
Method 1 simply divides the training samples into 

halves from the beginning sample. 
Method 2 first divides the training samples as Method 

1, then uses K-means method to  re-allocate sample 
data so that within-cluster variance becomes smallest. 

Method 3 is K-means method with the limitation 
that sample number in each group must be larger than 

number in each group 
dol 



M2 M3 

Method of divison 

Figure 2: Results by using 3 different division methods 

40. The reason is that the subspace can not be con- 
structed effectively with numbers below 40. 

Figure 2 shows the recognition results of the 3 divi- 
sion methods. M1, M2, M3 indicate Method 1, Method 
2, Method 3 respectively. In this paper, unknown sam- 
ples were 20 sets selected as 1, 11, 21, 191. The 
remaining data was used as training samples. We used 

‘the following classification rule for UDM: 
if for all j # i 

2 2 

m = l  m = l  

then classify x in category i. 
In eq.(2), m denotes subspace number of category i. 

P:) denotes the m - th  projection matrix of category 
i. 

(3) 
k = l  

where u i !k  are orthonormal vectors. The eigenvec- 
tors are chosen to  correspond to the largest eigenvalues 
for p(’) .  p ( i )  is subspace dimension. The value of p ( i )  
w& chosen as 40 for M1, 38 for M2 and 35 for M3 with 
best recognition accuracy. 

We can see from Fig.2 that there is little difference 
between Method 1 and Method 2. On the other hand, 
Method 3 shows relatively low performance. The draw- 
back of k-means method is that some groups contain 

only a few characters and that leads to  an imbalance 
between subspaces. 

To see the effectiveness of UDM in more detail, sim- 
ulation and recognition experiments were conducted. 
We will discuss these in the next section. 

2.3 Proper Division Number for UDM 
In this section, we discuss the proper division num- 
ber for UDM. To see the relation between the division 
number and recognition rate, the following experiment 
is conducted. As in section 2.2, the 20 unknown sam- 
ple sets are selected as 1, 11, 21, ..., 191 from the 
200 ETL9B sets. The remained 180 sets are used as 
training sample sets. The results are shown in Fig.3. 
The horizontal axis denotes the number of eigenvectors 
which correspond to  the largest eigenvalues. The verti- 

b A number of division 5 
a number of division 4 
o number of division 3 

97.0 
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Figure 3: Relations between number of division and 
eigenvectors 

cal axis denotes the recognition rate. The 3 line graphs 
indicated by square, dot and triangle denote division 
number 3, 4 and 5 respectively. From Fig.3, we can see 
that the division number and eigenvectors are closely 
related since the highest points of recognition rate keep 
changing when division number varies. To sum up, 
when division number increases, the samples included 
in one group decrease, this leads to  the concentration 
of features to  eigenvectors with larger number. This is 
the reason that point of highest recognition rate moves 
left when number of division ihcreases. From Fig.3, the 
division number 4 and eigenvector number 25 can be 
considered the best combination for UDM. 
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Figure 4: Handwritten character recognition system 

3 Scheme of Hand-written Char- 
acter Recognition 

The flowchart of recognition system is given in Fig.4. 
The system consists of three procedures, namely, pre- 
processing, feature extraction and classification. 

3.1 Preprocessing 
The preprocessing consists of smoothing, noise reduc- 

I1 11 tion and normalization . 

3.2 Extraction of Feature Vectors 

Improved Directional Element Featur2” is used as char- 
acteristic feature. It derives from Directional Element 
Feature[l2I which is originally the characteristic feature 
for printed character. 

3.3 Classification 
Going by the recognition speed, the classification is fur- 
ther divided into two procedures, rough classification 
and fine classification. In rough classification, city- 
block distance is used as distance measure, and the 
first 30 candidates are selected. In fine classification. 

4 Evaluation by Using Database 
ETLSB 

4.1 Contents of Experiments 
In this section, the experiment using the whole ETL9B 
data sets will be described. In the experiment, the 
training sample sets and unknown sets are assigned as 
in Table 1. The 10 groups are named from A to  J .  
Division number of training samples and number of 
eigenvectors are selected as 4 and 25 respectively in 
accordance with the results from experiment detailed 
in section 2.3. 

Table 1: Division of ETL9B sets 

Groups I Unknown sets I Training sets 
A I  1 - 20 I Remained 180 sets 

D I  61 - 80 I Remained 180 sets 
E I 81 - 100 I Remained 180 sets 
F I 101 - 120 I Remained 180 sets 

Table 2: Recognition rate of ETL9B 

G r F s  ~ 1st 1 2nd ~ 3rd 
99.06 99.71 99.81 
98.58 99.47 99.62 
98.94 99.65‘ 99.76 
98.65 99.58 99.73 
98.66 99.56 99.72 

H I  98.59 I 99.58 I 99.73 
I I I 

I I 98.52 I 99.50 I 99.65 
J I 98.47 I 99.56 I 99.69 

Ave. I 98.64 I 99.54 1 99.68 

we use the proposed UDM on subspace method. 4.2 Results of Experiments 
The average recognition rates of each groups are shown 
in Table 2, and the recognition rate of each set is shown 
in Fig.5 for reference. From Table 2, we can see that a 
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Figure 5: Recognition rate of ETLSB sets 

very high recognition rate of 98.64% was obtained by 
the proposed UDM. 

4.3 Computation Time 
In comparison with CM proposed in [l], the number of 
multiplying eigenvectors by unknown vector is reduced 
from 240(6 subspaces x 40 eigenvectors) to lOO(4 sub- 
spaces x 25 eigenvectors), thereby the recognition speed 
is more than doubled. 

5 Conclusion 
The conventional subspace method offers the basic con- 
cept of subspace construction, but the issue of how 
to use the limited samples to construct effective sub- 
space to avoid the problem of the subspace inclining 
toward mean vectors remains unresolved. In this pa- 
per, to cope with this problem, w e  proposed Uniform 
Division Method(UDM), which basically divides the 
training samples into several groups having equal num- 
bers. We have proved that using the UDM can remark- 
ably improve the recognition accuracy as well as the 
recognition speed. In the experiment with ETLSB, the 
proposed method gave a very high recognition rate of 
98.64%. This recognition rate is superior to  the Com- 
bination method(97.76%), which was proposed by the 

120 140 160 180 200 

authors in [l]. The recognition speed also more than 
doubled compared to that of CM. All these results con- 
firm that the proposed UDM is very effective in hand 
written character recognition. 

Future research efforts include recognition techniques 
for similar KANJI characters as well as further im- 
provement of recognition speed. 
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