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Abstract— Protection of Mobile IP networks from Denial-
of-Service (DoS) attacks, a serious security threat in today’s
Internet, is a one major step toward making this paradigm a
reality. The paper proposes a method to detect DoS attacks,
issued from mobile users, in the vicinity of flooding sources
and in early stages before they cripple the targeted system.
The fundamental challenge in attack detection consists in dis-
tinguishing between simple flash events and DoS attacks so as
not to deprive innocent users from having legitimate accesses.
In the proposed mechanism, this distinction is based on the fact
that legitimate TCP flows obey the congestion control protocol,
whereas misbehaving sources remain unresponsive. Suspicious
flows are sent a test feedback and are required to decrease their
sending rates. Legitimacy of such flows is decided based on their
responsiveness. The scheme performance is evaluated through a
set of simulations and encouraging results are obtained: short
detection latency and high detection accuracy.

I. INTRODUCTION

Along with the rapid globalization of the mobile telecom-
munications industry, the traffic amount of mobile computing
will experience a dramatic increase. Given the constant threat
of crackers and the diverse nature of data to be transported
over Mobile IP networks, unwavering vigilance presents itself
with respect to security threats.

Recent events have illustrated that the underlying Internet
infrastructure is exposed to a high risk of denial-of-service
(DoS) attacks. While DoS has been studied extensively for
the wired IP networks [1] [2] [3], there is lack of research for
preventing such attacks in Mobile IP networks. In the mobile
context, DoS attacks are more difficult to protect against.
Indeed, without a physical infrastructure, DoS mobile attackers
are offered considerable flexibility in deciding where and when
to attack. In addition, mobility guarantees them anonymity as
the attacking sources can not be trivially tracked down.

Although the full impact of DoS attacks on the security
of Mobile IP networks is yet to be felt, the seeds of these
security concerns need to be considered. This challenging task
underpins the research work outlined in this paper.

The remainder of this paper is structured as follows. Section
II presents the complex landscape of security mechanisms in
the mobile context. It highlights also the relevance of this
work to the state-of-art of DoS attacks detection techniques.
The proposed scheme is described in Section III. Section IV
portrays the simulation environment and reports the simulation
results. The paper concludes in Section V.

II. RELATED WORK

Mobile IP offers great flexibility and potential mobility.
It, however, introduces many new opportunities for launching
more complex DoS attacks. Generally speaking, vulnerabilities
of mobile IP networks can be classified into two broad
categories: Spoofing-based attacks and flooding-based attacks.

1) Spoofing-Based Attacks: During a spoofing-based attack,
an adverse node spoofs the identity of a legitimate mobile
node and redirects the packets destined for the mobile node
to other network locations. These attacks attempt either to
deprive legitimate nodes from having access to Access Points
(APs) or to grant attackers access privileges of valid clients.

In current wireless networks, spoofing-based attacks form
the basis for most DoS attacks. Notable examples are AirJack
[4] and Man-in-the-Middle [5]. In the latter, a rogue device
authenticates with an AP as a valid user and then presents
itself to other users as a viable AP. When a legitimate user
attempts to authenticate with the corporate network via the
rogue AP, the rogue node will tunnel the authentication session
to the real network and steal the session encryption keys
when they are passed between the client and the authenti-
cation server. These keys can then be used to authenticate
anywhere in the network. To cope with such kind of attacks,
a large body of prior research work has been done. Most of
these research work focused on increasing the security level
of authentication schemes. Different architectures have been
considered for authentication in wireless networks (e.g. Choice
[6], IEEE 802.11i [7]). Authentication is performed by using
a shared secret key between mobile nodes and APs. Among
authentication protocols, the Wireless Encryption Protocol
(WEP) is the most widely used protocol and is specifically
designed for IEEE 802.11 [8]. Despite its wide acceptance,
the protocol is still insufficient as it is vulnerable to various
cryptographic attacks that reveal the shared key used to encrypt
and authenticate data. A wide arsenal of publicly available
tools have automated these cryptographic attacks. Airsnort [9]
and WEPCrack [10] are few examples.

In the case of Mobile IP networks, a spoofing-based attack
occurs when an unauthorized user manages to do a bogus
registration of a new Care-of-Address (CoA) for a particular
mobile node. Such a bogus registration gives rise to two
problems: disconnection of the legitimate mobile node and
monitoring of its traffic. This type of vulnerability can be sur-
mounted by strong authentication on all registration messages
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that are exchanged during the registration process, built onto
both basic Mobile IP [11] and route optimized Mobile IP [12].
With the aid of a public key infrastructure [13], a scalable
countermeasure against the spoofing attack can readily be
deployed.

To further strengthen the security of authentication proce-
dures, the IP Security protocol (IPSec) should be implemented
on the IP-IP encapsulation used by Mobile IP to redirect
IP datagrams to and from the mobile nodes [14]. IPSec
supports a set of interoperable and cryptographically based
security services such as integrity, confidentiality, and non-
repudiation. In addition to these basic security properties, the
IPSec protocol defines also a framework for key exchange and
negotiation of security associations (SA), called Internet Se-
curity Association and Key Management Protocol (ISAKMP)
[15]. Upon a handoff, the Foreign Agent (FA) should verify the
identity of visiting mobile nodes either directly or indirectly
via their home agents (HAs) before issuing a care-of address
and permitting a successful completion of the registration.
Protecting the shared secret key by applying IPSec on an
end-to-end basis renders the Spoofing-based attacks almost
impossible in Mobile IP networks.

2) Flooding-Based Attacks: Traditional flooding-based
DoS attacks are designed to inhibit legitimate users from
accessing a particular host or disrupt/degrade the performance
of a network link by generating an excessive amount of data
traffic (e.g. UDP Flood [16] and TCP Flood [17]). In Mobile
IP networks, due to their hidden identity, hostile nodes, coming
from different network administrative domains, can easily
launch a flooding DoS attack against a server without being
tracked down. While there has been a large body of prior work
on the authentication issues in Mobile IP networks, Flooding-
based DoS attacks remain largely unattended.

For wired networks, several approaches have been proposed
to counter DoS attacks in the recent literature. They can be
classified into two types: traceback and prevention techniques.
The former commences their search for attackers upon the col-
lapse of a victim system or a sharp degradation in performance.
Most DoS traceback techniques are based on comparisons
among traffic patterns or on packet marking [2]. Whilst these
techniques may be efficient in terrestrial networks, they may
run into difficulty in the case of Mobile IP networks. The
main reason behind this limitation lies beneath the motion
characteristic of end-users. Consider a scenario where a DoS
attack source is roaming among different APs while flooding
a victim with malicious traffic. In such a scenario, applying
traceback techniques to pin the real attacker down would result
in unsuccessful monitoring of traffic coming from the traversed
APs. This would ultimately lead to confusing results.

Prevention techniques, on the other hand, attempts to throttle
attacks before they severely harm the system. Recently pro-
posed prevention techniques rely on monitoring changes in
the internal characteristics of the network, such as the traffic
volume, loss ratio, and queuing delays. Other prevention tech-
niques watch for the behavior of specific packet types to detect
DoS attacks and alert the victim. [3] is a notable example.

Upon detection of a change in network characteristics, most
prevention techniques take the harsh measure of shutting off
the traffic destined to the victim. Such a draconian measure is
unfair toward some legitimate packets that may be contained
in the blocked traffic. In Mobile IP networks, given the fact
that a single AP may have an extensive coverage area, such
unfair event may easily occur when a potential number of
legitimate users, from the same coverage area, access the same
server simultaneously. Having multiple users accessing the
same server at nearly the same time is referred to as “flash
crowd” event throughout this paper. The challenge in this
research is how to distinguish between traffic increase due to
DoS attacks and that due to flash crowd events. To the author’s
best knowledge, this work is one of the first attempts to cope
with Flooding-based DoS attacks in Mobile IP networks.

III. FEEDBACK-BASED DOS ATTACK PREVENTION

SCHEME

Based on a backscatter analysis, [18] has indicated that over
94% of DoS attacks use TCP packets. It has been shown
also that a potential number of networks were victims of DoS
attacks and had their vital links overloaded with unnecessary
traffic. Knowing that flooding packets destined to a notorious
UDP port can be easily identified as a DoS attack, this
paper focuses on thwarting TCP-based attacks that attempt
to overload servers or networks with useless traffic. The paper
excludes the case of TCP-based attacks that consist of multiple
TCP connections with less than three packets. The anomaly
or legitimacy of such flows can be easily judged and there is
a substantial set of mechanisms to cope with such ill-behaved
connections in the recent literature [3] [19].

Detection is performed by monitoring agents located at
Access Routers (AR). Each AR monitors traffic issued from
users within the coverage areas of Base Stations (BSs) that are
linked to the AR (Fig. 1). Throughout this paper, throughput
refers to the total bandwidth consumed by traffic coming from
end-users within the service area of the considered AR. The
throughput is computed over a detection resolution, ∆ time
interval1. The choice of ∆ is a compromise between the
detection latency and the required computational load.

In terrestrial networks, a large-scale distribution of a DoS
attack may make detection accuracy poor in the vicinity of
the flooding sources. This phenomenon, known as Distributed-
DoS (DDoS) attacks, is possible to occur in Mobile IP
networks as well. To tackle such an issue, the Auto-Regressive
model developed in [20] is used to predict the network traffic
bandwidth over the detection resolution ∆. A comparison is
then performed between the actually measured value of the
traffic bandwidth and the predicted one. Throughout this paper,
Θm and Θp denote the measured and predicted values of traffic
bandwidth over each ∆ time interval, respectively.

For each AR, three running states are defined: normal, alert,
and action. Under normal conditions, the AR resides in normal

1In this paper, the monitoring procedure is based on only the bandwidth
consumption. History of the loss rate and queuing delay may, however, be
used as detection features to improve further the detection accuracy.

This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE GLOBECOM 2005 proceedings.



state, watching for abnormal traffic behavior. When the ratio of
the measured traffic bandwidth to the predicted value exceeds
a pre-defined threshold, Θ, as follows:

∂� > Θ (1)

where (∂� = Θm

Θp
), the monitor considers it a possible DoS

attack. In [20], the authors applied the Auto-Regressive model
to a real DDoS attack traffic and the simulation results indicate
that good performance can be obtained when the parameter θ
is set to 1.4. Unless otherwise specified, Θ is given the value
1.4.

A high variation in bandwidth consumption (i.e. large values
of ∂�) is an indication of abnormal behavior inside the service
area of the AR. This argument is based on the fact that a DoS
attack should inject a significant amount of traffic into the
AR to clog the targeted victim. Upon a noteworthy variation
in bandwidth consumption, the AR switches to alert state.
In the alert state, the AR clusters flows coming from users
within its service area into a number of groups. Flows are
defined as streams of packets sharing the quintuple: source and
destination addresses, source and destination port numbers,
and protocol field. Clustering of flows can be performed
according to different elements. IP source and destination
addresses are useful in forming aggregates of requests that
are issued to access a particular server. Application type can
be considered in case of a virulent worm that propagates by
email and is overwhelming other traffic. IP destination prefix
can be used in case of detection of flooding attacks targeting
a site or a particular network link.

This paper considers the most common case; DoS attacks
targeting a particular host or a set of web servers within
the same domain. Clustering is performed thus according to
the IP destination prefix. Once the clustering procedure is
done, the AR sorts the clusters according to their aggregate
traffic rate. Having a high-rate cluster of numerous flows
addressed to the same IP destination prefix, the system can
infer that this is either an ordinary flash crowd event or a DoS
attack. The challenge consists in making distinction between
the two cases. In the proposed mechanism, this distinction
is based on the fact that legitimate TCP flows obey the
Additive Increase Multiplicative Decrease (AIMD) concept
of the TCP congestion control, whereas misbehaving sources
remain unresponsive.

From the monitoring results of the cluster, the AR can
compute the actual average rate of the flows. Let µi denote
the measured rate of the ith flow in the cluster. In the case of
misbehaving flows with significantly higher measured rates,
the AR sends them a test feedback requiring them to decrease
their sending rates to a particular value, say (α · µi) where
(0 < α < 1). Since at this stage, all flows, legitimate as well as
malicious ones, will be requested to reduce their sending rates,
α aims to minimize the damage that the scheme may cause to
legitimate users. With no specific purpose in mind, α is set to
0.5 throughout the paper. After the test feedback transmission,
if a flow does not react in a single RTT then it is unresponsive
and its packets are discarded. Since flows are unaware of when

Fig. 1. Simulation environment

ARs are monitoring their behavior, they have to always follow
the test feedback. Information on unresponsive flows is stored
in a Black List and is multicast to the neighboring ARs. Upon
reception of such a list, ARs verify whether any of the mobile
users in the Black List are within their service areas. If any are
found, they will be sent a test feedback and their legitimacy
will be based on their responsiveness as mentioned above.

The test feedback is written in the receiver’s advertised
window (RWND) field carried by the TCP header of ac-
knowledgment (ACK) packets. When the feedback reaches
the sender, a legitimate user should react to the message and
accordingly modify its current rate. It should be emphasized
that during the monitoring process, TCP flows that have no
ACK packets can be considered as part of a DDoS attack.
Retrieval of such flows can be used as a strong indication to
increase the level of attack likelihood and to stimulate the
AR to enter the alert state. Depending on the size of the
suspicious cluster, transmission of the test feedback can be
performed in either a deterministic or probabilistic manner. In
the deterministic case, all flows in the suspect cluster are sent
the test feedback. The obvious drawback of the deterministic
manner is that it incurs a significant processing overhead. In
case of a dense cluster, transmission of the test feedback can
be performed in a probabilistic manner. The pitfall of the
probabilistic approach is that if the selected flows turn out
to be all unresponsive, all the flows of the cluster would be
blocked and may consequently frustrate some legitimate flows
that may exist in the cluster. Finally, it should be notified that
by implementing the proposed method as a background task
for ARs (Monitoring agent in Fig. 1), the processing power
required to identify suspect clusters and to send their flows a
test feedback should not be an issue.

IV. PERFORMANCE EVALUATION

A. Simulation Setup

This section verifies how the proposed system is efficient in
protecting hybrid wired/Mobile IP networks from DoS attacks
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while minimizing damage to innocent flows. The performance
evaluation relies on computer simulation, using Network Sim-
ulator (NS) [21]. Fig. 1 depicts the used network configuration.
The figure considers the case of two adjacent ARs, AR1 and
AR2. AR1 serves a population of (Ntotal=250) mobile users
scattered randomly over three neighboring wireless cells. Mo-
bile nodes move at speeds chosen randomly from the interval
[5m/s, 15m/s] toward destinations selected randomly within
the service areas of the two ARs. The Ntotal users form (M=3)
clusters based on the prefix of their IP destination addresses.
For the sake of simplicity, the DoS attack is assumed to target a
single victim located along with (M-1) servers, as shown in the
figure. While (M-1) clusters represent no danger to the network
and contain only legitimate flows that send data to destinations
other than the victim, one cluster is assumed to contain
flooding sources as well as legitimate ones. Let (Ns=150)
denote the size of this suspicious cluster. Throughout this
paper, χ denotes the percentage of attacking sources among the
flows of the suspicious cluster. In the simulation, χ is varied
to model different levels of aggressiveness of the attacking
aggregate.

In the wireless part of the network, the coverage radius
of wireless cells is set to 350 meters. To have the longest
distance across the overlapping area equal to 100 meters, the
distance between the two neighboring base stations is fixed
to 600 meters. The wireless domain is connected to the wired
network through ARs. Links connecting servers to the Internet
are given capacities equal to 200Mbps. The bandwidth of
other links, wired and wireless, is set to 500Mbps. As for
the link delays, they are chosen in such a way that the round
trip time of connections between mobile nodes and servers is
60ms when queuing delays are null.

Legitimate users implement the TCP NewReno version [22].
The DoS attack is modeled as several ON/OFF TCP-Flooding
sources whose On/Off periods are of equal times and are
chosen randomly between 0.5s and 1.5s. Each attacking flow
sends malicious packets at a rate derived from a uniform
distribution with a mean µmean and a variance of σ2. In NS
implementation, the maximum and minimum values of the
distribution are set to (µmean + σ) and (µmean − σ), respec-
tively (max = 6Mbps, min = 4Mbps). At the beginning
of the simulation, we start the legitimate flows and let them
stabilize. At time t = 10s, the flooding sources are randomly
activated over a time interval of 5s. Simulations are all run for
210 s, a duration long enough to ensure that the system has
reached a consistent behavior. The data packet size is fixed to
1kB. In all simulations, the detection resolution ∆ is set to
1s. All results are an average of several simulation runs.

B. Simulation Results
To evaluate the detection accuracy of the proposed scheme,

the following two quantifying parameters are used:

• False negatives ratio (RFN ): This measure involves the
number of malicious flows that go undetected by the
system (False Negatives NFN ). It should be always
maintained in the vicinity of zero. RFN is defined as
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(RFN = NF N

χ·Ns
).

• False positives ratio (RFP ): This measure is defined as
the ratio of innocent flows that are unfairly punished
(False Positives NFP ) to the total number of legitimate
flows (RFP = NF P

(1−χ)·Ns
). This index should be always

minimized to zero.

Fig. 2 graphs the false positives and false negatives ratios for
different levels of attack aggressiveness. For all the considered
values of χ, simulation results show that the false positives
ratio remains in the vicinity of zero. This result is encouraging
as the system does not cause the blocking of many legitimate
users. The obtained false positives ratio is mainly due to the
probabilistic method used in the test feedback transmission.
Indeed, in the suspicious cluster, flows with high sending rates
(compared to the average sending rate of the cluster flows)
are grouped in a sub-cluster. Some flows of this sub-cluster
are then randomly selected and sent each a test feedback. In
case all the selected flows turn out to be unresponsive, all
the flows of the sub-cluster are blocked. The obtained false
positives ratio represents the legitimate flows that existed in
the sub-cluster. On the other hand, the figure demonstrates
that the false negatives ratio gets higher values as the attack
becomes more aggressive. This is due also to the probabilistic
transmission of the test feedback. Effectively, when the system
forms the above-mentioned sub-cluster, some misbehaving
flows go undetected as their sending rates are less than the
average sending rate of the suspicious cluster flows. Despite
of this fact, the simulation results indicate that even in case
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of significantly aggressive attacks (χ > 0.7), more than 75%
of the malicious flows were successfully blocked. It should
be noted that guaranteeing smaller ratios of false positives
is worthwhile even at the cost of a slight increase in the
false negatives. Indeed, by blocking a set of flooding attacks,
the undetected flooding sources (the false negatives) have to
significantly increase their flooding rates to bring down the
victim under protection. This increased flooding traffic makes
it easier to detect the flooding attack and block again its
sources by the proposed system. To illustrate the idea with
more clarity, Fig. 3 plots the traffic variation of the malicious
and legitimate flows in case of (χ = 0.5). The traffic is
measured every 100ms. The figure demonstrates that at the
beginning of the attack, a significant number of legitimate
flows got their packets dropped and consequently backed off
their sending rates as a large portion of the bandwidth was
consumed by the attackers. After the detection and blocking
of some flooding sources, legitimate users start increasing their
sending rates.

To investigate the detection latency of the system, the attack
detection latency is computed as:

• Φ: The sum of the detection delay from the start of the
attack till the detection of the first malicious flow and the
time required to judge whether the flow was responsive
to the submitted test feedback or not.

• Ψ: The elapsed time from the start of the attack till the
detection of 50% of the malicious flows.

• Ω: The elapsed time from the start of the attack till the
detection of the last malicious flow.

Fig. 4 plots the values of Φ, Ψ, and Ω for different levels of
attack aggressiveness. For all the considered values of χ, the
presented results indicate that a large portion of misbehaving
flows were isolated within a short time interval. From the
above results, it can be concluded that the proposed system
is able to detect attacks fast and accordingly minimize or
eliminate the attack damage without depriving legitimate users
from the network service.

V. CONCLUSION

In this paper, we proposed a prevention technique to throttle
TCP-based bandwidth attacks over hybrid wired/Mobile IP
networks. The proposed method uses an explicit feedback to
test sources and judges accordingly their legitimacy. Indeed,

suspicious flows are sent a test feedback and are required to
decrease their sending rates. Unresponsive flows are blocked.
Performance evaluation relied on computer simulation and a
set of scenarios was considered. The obtained results eluci-
dated both the short latency and high accuracy of the detection
scheme.

Finally, it should be noted that while this paper focuses
solely on the case of Mobile IP networks, with few modifica-
tions, this work can be also applied to shut down DDoS attacks
within wireless metropolitan networks (e.g Worldwide Inter-
operability for Microwave Access (WiMax), IEEE 802.16).
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