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Abstract

Mobile ad hoc networks (MANET) are usually
formed without any major infrastructure. As a result,
they are relatively vulnerable to malicious network at-
tacks and therefore the security is a more significant
issue than in infrastructure-type wireless networks. In
these networks, it is difficult to identify malicious hosts,
as the topology of the network changes dynamically. A
malicious host can easily interrupt a route for which
the malicious host is one of the forming nodes in the
commumnication path. In the literature, there are sev-
eral proposals to detect such malicious host inside the
network. In those methods usually a baseline profile
is defined in accordance to static training data and
then they are used to verify the identity and the topol-
ogy of the network, thus avoiding any malicious host
to be joined in the network. Since the topology of a
MANET is dynamically changing, use of a static pro-
file is not efficient. In this paper, we propose a new
intrusion detection scheme based on a learning process,
so that the training data can be updated at particular
time intervals. The simulation results show the effec-
tiveness of the proposed technique compared to conven-
tional schemes.

1 INTRODUCTION

Mobile ad hoc networks (MANET) recently have re-
ceived particular attention as part of next generation
network technologies. These networks are usually con-
structed using mobile and wireless host with minimum
or no central control or point of attachment such as
a base station. These networks could be useful in a
variety of applications from a one-off meeting network,
to disaster and military applications, and to the enter-
tainment industry.

Because in a MANET the network topology is
changing frequently and there is no central manage-
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ment unit, all routing management are performed by
individual nodes in a collaborative way. Consequently,
there would be no authentication server that can use
conventional cryptographic schemes to secure the net-
work against attacks from malicious host. Typical
types of attacks in MANET include: eavesdropping,
spoofing, forged packets, denial of service (DoS), and
S0 on.

Secure routing protocol [1],[2] in which crypto-
graphic technologies are applied have been suggested as
a means for increasing the security in MANET. How-
ever, these methods cannot protect the network from
attacks of a harmful node who has acquired the net-
work key. Therefore other security methods which can
detect attacks from malicious hosts are required.

If a well-known attack in TCP/IP protocol stack is
assumed in a MANET, it is possible to protect the net-
work by using conventional security techniques. But if
the attacker maliciously uses the specific routing proto-
col of the MANET, the prevention becomes remarkably
difficult. In such a case it is almost impossible to recog-
nize where and when the malicious node exists. Thus
the attack detection at each node becomes necessary.

Techniques for detecting malicious attacks are usu-
ally classified into two categories of misuse detection
and anomaly detection [3]. In misuse detection, a
means that uses traffic pattern is widely implemented.
In this method, attacks are identified by comparing the
aggregated input traffic pattern with the output pat-
terns in routers of the network. Anomaly detection is a
technique that defines quantitatively the baseline pro-
file of normal system activity with any deviation from
the baseline is treated as a possible system intrusion.

It is rather easy to detect an attack whose traffic
pattern is identifiable by using misuse detection. How-
ever for those attacks whose type or traffic patterns are
hard to identify by the misuse detection, the method is
inefficient. In such cases, those attacks can be detected
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only by using the anomaly detection.

In anomaly detection method, even when the traffic
pattern is unknown, if we can extract the normal state
of a network, then the abnormality can be recogniz-
able. In reference [4], the effectiveness of such kind of
detection method in wired networks has been shown.
In this method, the normal state is pre-extracted and
then it is applied to the same network. For MANET
since the network conditions can change heavily, the
pre-extracted network state may not reflect the present
network state correctly. This problem influences the
detection accuracy in the anomaly detection method.

As a case study in this paper, we will use one of the
most popular MANET routing protocols, i.e., the Ad
hoc On-demand Distance Vector (AODV) routing [5].
In this paper, a new learning method is proposed in
which the network state is updated in given intervals.
This method can automatically adapt to the changing
network environment, and thus preventing degradation
of the detection accuracy. We evaluate the effectiveness
of the proposed method by simulation using the Net-
work Simulator, NS2 [6].

The remainder of the paper is organized as follows.
In Section 2, we present the problems of conventional
detection schemes in attacks against MANET. Next
in Section 3, we presents an overview of AODV. Sec-
tion 4 proposes our detection scheme. In Section 5, a
simulation model and parameters are introduced and
some numerical results on the performance of proposed
detection scheme are provided. Section 6 gives conclu-
sions and future works.

2 RELATED WORKS
2.1 Attack detection in individual nodes

Secure ad hoc routing protocols have been proposed
as a technique to enhance the security in MANET. In
[2], Y.C. Hu et.al. proposed a common key encrypto-
system to Dynamic Source Routing (DSR) [7]. Secure
AODV (SAODV) [1] and Secure Efficient Ad hoc Dis-
tance vector routing protocol (SEAD) [8] are exam-
ples of the secure routing protocols using hash-based
functions. In [9], Authenticated Routing for Ad hoc
Networks (ARAN) is proposed using public-key cryp-
tographic mechanisms based on AODV. Hu and Perrig
[10] survey the weakness and strength of various secure
routing protocols. In [11], a distributed certification
authority mechanism is proposed, in which the authen-
tication uses threshold cryptography. In [12], MANET
is divided into clusters and a certification authority is
appointed in each cluster. In [13], a method called
key pre-distribution scheme (KPD) is applied. These
methods can only guard against external attacks. But
the internal attacks coming from malicious hosts could

still have severe impacts on network performance and
its connectivity.

Therefore, other techniques which can detect attacks
in MANET are later proposed. For instance, Kachirski
and Guha [14] proposed a method that detects attacks
by distributed mobile agents. Vinga et al. [15] de-
tect attacks by placing AODVSTAT sensors within the
network and observing solely contiguous nodes, or trad-
ing information with other sensors. Tseng et al. [16]
method places a Network Monitor (NM) inside the net-
work. In this method, the NM is constantly monitoring
the packet flow in network within a certain range and
then detects any attack. But placing effective sensors
and NM for detection is thought to be difficult when
the MANET topology is dynamically changing. One
solution is to observe the packet flow on each node and
detect any potential attack.

2.2 Dynamic anomaly detection method

Huang, et al. [17] propose a method in which the
packet flow is observed at each node. In this method,
they define a total of 141 features with traffic-related
and topology-related, and suggest anomaly detection
means with interrelation between features. In [1§]
Huang and Lee construct an Extended Finite State
Automaton (EFSA) according to the specification of
AODV routing protocol; make normal condition mod-
eling; and detect attacks with both specification-based
detection and anomaly detection. In specification-
based detection, they simply detect attacks as de-
viant packet from condition defined by EFSA. Also,
in anomaly detection, they define normal condition
and compare it with condition of EFSA and amount
of statistic of transition, and then detect attacks as a
deviation from those conditions. For defining the nor-
mal state, in both methods, learning data are extracted
beforehand from the same network environment where
the test data are applied. However, we note that the
MANET topology can be changed easily, and the differ-
ence in network state becomes larger by time. Further-
more, these methods cannot be applied to a network
where the learning has been done in another network.
As a result, these methods are considered difficult in
a MANET environment. To solve this problem, nor-
mal state needs to be defined using the data reflecting
the trend of the current situation and this leads to the
idea of updating the learning process within a time in-
terval. By so doing, attack detection can be adaptively
conducted even in a changing network environment.

3 OVERVIEW ON AODV

AODV is a reactive routing protocol [5] in which
the network generates routes at the start of communi-
cation. Each node has its own sequence number and



this number increases when links change. Each node
judges whether the channel information is new accord-
ing to sequence numbers. When a node wants to find a
route to a destination node, it broadcasts a Route Re-
quest (RREQ) message with a unique RREQ ID to all
its neighbors. When a node receives a RREQ message,
it updates the sequence number of source node and sets
up reverse routes to the source node in the routing ta-
bles. If the node is the destination or the node has a
valid route to the destination, it unicasts a route reply
(RREP) back to the source node. The source node or
the intermediate nodes that receives RREP will update
its forward route to destination in the routing tables.
Otherwise, it continues broadcasting the RREQ. If a
node receives a RREQ message that has already pro-
cessed, it discards the RREQ and does not forward it.

When a link is broken, route error packets (RERR)
are propagated to the source node along the reverse
route and all intermediate nodes will erase the entry in
their routing tables.

4 PROPOSAL OF ADAPTIVE IN-
TRUSION DETECTION

4.1 Feature selection

For expressing network state at each node, multi-
dimensional feature vector is defined. Each dimension
is counted up on every time slot. In this paper, 14
features including nine features related to path finding
and four features related to path abnormality and one
feature related characteristics of AODV are taken into
consideration.

Path finding related features (nine dimensions)

e Number of received RREQ messages (three types)
e Number of forwarded RREQ messages

e Number of sent out RREQ messages

e Number of sent out RREP messages (two types)
e Number of received RREP messages (two types)

For each node, the number of received RREQ mes-
sages includes three types, i.e., messages with their
own source IP address, messages with their own des-
tination IP address, and messages with neither source
nor destination IP address of their own. When count-
ing the number of received RREP messages, packets
with same destination IP address, source IP address,
RREQ ID, and Src_Seq are counted only once for each
time slot. Similarly, the number of sent out RREP
messages includes two types for which the destination
node is itself, and for which it holds the path towards

the destination node. The number of received RREP
messages includes two types: the first type is a packet
whose source address and destination address are the
same, and the other is the case excluding the first type.
Path abnormality features (four dimensions)

e Number of received RERR messages
e Number of sent out RERR messages
e Number of dropped RREQ messages
e Number of dropped RREP messages

When counting the number of received RREQ mes-
sages, packet with the same destination IP address and
Dst_Seq are counted only once for each time slot.
AODV characteristic feature (one dimensions)

e The average of difference of Dst_Seq in each time
slot between the number of received RREP mes-
sages and the one held in the list.

When sending or forwarding a RREQ message, each
node keeps the destination IP address and the Dst_Seq
in its list. When a RREP message is received, the node
looks over the list to see if there is a same destination
IP address. If it does exist, the difference of Dst_Seq is
calculated, and this operation is executed for every re-
ceived RREP message. The average of this difference is
finally calculated for each time slot as the feature. Due
to the link error in ad hoc networks, sometimes nodes
might receive an old RREP message. In this case, the
newly received Dst_Seq in RREP is smaller than the
one already kept in the list. When this happens, the
calculation is excluded.

4.2 Discrimination module of anomaly detection

Each node observes the traffic of its own, uses a time
slot to count up the traffic according to its kinds. A
time interval consists of several time slots. In time
slot 7, the network state is expressed by a k-dimension
vector x;. Suppose there are learning data of N time
slots in data set D, we calculate from Egs. (1) and
(2) the average of ZP and covariance matrix 3P as
follows.

N
_D _ ]
o= E x; (1)

D 1 al -D —D\T
27 = 3 (e~ aP) e ) (2)

where x; denotes the i-th learning data sample, x; =
(241, T2, T43, . . ., Tig). From P and TP, we use the
Principal Component Analysis (PCA) [19] to analyze



the statistical nature of the current time interval. PCA
is the method that explores the correlations between
each feature and find the most important axis to ex-
press the scattering of data. Here, the most important
axis denotes the normal state of network activity, and
when a attack takes place, it generally deviates from
this axis.

Using PCA, the first principal element ¢ which re-
flects the approximate distribution of the learning data
sets is calculated. Here, we consider the projection dis-
tance of input data sample @ as defined by Eq. (3).

First Principal Element ¢»

Figure 1. Projection distance

d(z) = ||z - 2°|]° — ¢"(z — 2°) (3)

When the projection distance is larger than the
threshold T}, (which means it is out of the range as
normal traffic) it will be judged as attack (Eq. (4)).

d(iL’) > Ty
d(zx) < Ty

: attack
: normal

(4)
Here, the projection distance with maximum value
is extracted as T3, from the learning data set (Eq. (5)):

I=: d(z;
arg max () )
Th = d(ch)

Figure 2 gives an rough image of judging the normal
or abnormal state by projection distance in the two
dimensions.

4.3 Proposal of adaptive anomaly detection

Since the network topology changes easily in
MANET, the present state cannot be expressed ap-
propriately when time is elapsing. Therefore, by us-
ing only the method described in section 4.2 to define
the normal state it would be insufficient to reflect the
changing situation, a learning method that can follow
the changes of MANET is indispensable. Next, we ex-
plain the idea of dynamically updating the learning
data sets.

Let ATy be the first time interval for a node par-
ticipating in MANET. By using data collected in this
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Figure 2. Dividing projection distance into two
states

time interval, initially the first principal element is cal-
culated, then the calculated first principal element will
be used in the following time interval AT for anomaly
detection. If the state in AT is judged as normal, then
the corresponding data set will be used as learning data
set. Otherwise, it will be treated as data including at-
tack and it will be consequently discarded. This way,
we keep on learning the normal state of network. The
procedure is shown in Fig. 3.

When updating the database, it might be possible
to use the very recent data set too, but since the most
recent data set is easily affected by the sudden change
of the network, it is necessary to take the time series
model into consideration to avoid the database from
being too sensitive to a change in the network topology.
Here, we use the forgetting curve [20] as the weighting
function to adjust the degree of importance of the time
slot. The forgetting curve aims at reducing the weight
when data are getting old.

Suppose using m data sets as learning data sets,
Fig. 4 shows how to weigh the data sets in learning.
In Fig. 4, A1, Aa, ..., A\, are forgetting coefficients cor-
responding to each training data set respectively. The
forgetting curve is expressed as Eq. (6).

New Data set x

Normal state
Database —>

Updating training data
using the new data set

Figure 3. Learning flow chart of proposed
method
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Figure 4. Renewing training data using forget-
ting coefficient

Aj =Xo-exp(—a-jAT) (j=1,2,...,m) (6)

where a and \g are constants. Ai, Ao,..., A\, are con-

strained by Eq. (7):
I1=XM+X+...+ )\, (7)

As for calculating first principal element, first we
use Eqgs. (1) and (2) to calculate. &P, P2, ...  zPm
and covariance matrix £ P1, P2 . 3Pm from each
data set D1, D5, ..., D,,. Then using A1, Aa,..., A\
as weighting factors to calculate ZY and covariance
matrix Y as follows.

gV = \zPr + P2+ + N3P (8)

U =\ 2P 4\, 2P2 4 4 ), B0 (9)

From ZY and XV, the new first principal element
@Y is derived and then it will be used to calculate pro-
jection distance. The threshold 7V will be extracted
from all learning data set U = {D1 U D2 U...U Dy, }
as described in Eq. (5). By doing this, we update the
learning data set gradually, so the new first principal
element is always being used in detection.

5 PERFORMANCE EVALUATION

In this section, we use the Network Simulator NS2
[6] to evaluate the proposed method. As for the con-
ventional method, the learning method using the initial
set is assumed.

5.1 Attacks used in simulation

Five types of attacks introduced in reference
[21],]22],[23] are used in our simulation. Details are
as follows.

Modification of RREP-1

Attacks with forged source address in IP header and
destination address. The Dst_seq in RREP intention-
ally increased.

Modification of RREP-2

Attacks with randomly selected source address in IP
header and forged destination address. The Dst_seq in
RREP is intentionally increased.

Modification of RREQ

Attacks with a intentionally increased the RREQ ID
and Src_seq when a RREQ is received. The source
address in IP header is false in these attack.

Malicious flooding-1

Attacks with forged source IP address, sending more
than 20 packets per second.

Malicious flooding-2

Attacks with fixed IP address and the RREQ ID is
intentionally increased, sending more than 20 packets
per second.

5.2 Simulation environment

We assume that the simulation network being used
is in a place for event, such as that in [17][24]. Vari-
ous parameters for the simulation are shown in Table
1. For the moving pattern for each node, we use a
Random Way-Point model (RWP) [25] in which each
node randomly selects destinations in the designated
simulation area with random speeds. Figure 5, shows
the moving pattern within a certain time period. In
this simulation, five types of attacks were randomly
executed from 2500(s) to 5000(s), all nodes except the
attack node are applied the proposed method to de-
tect the attacks. For starting the learning process, the
first normal state, which excludes the attack data, is
pre-extracted manually from a learning data. This is
because our proposed method detects the possibility of
attacks according to the degree which a state deviates
from the normal ones. Here, the first time interval is set
to 300(s), a period that enough normal state samples
can be collected. The time interval of updating is em-
pirically set to 600(s) for this simulation environment.
Time slot 7 is set to 5(s) as in [17][18].

5.3 Method of deciding the number of data sets in
used in learning process and parameter « in
Eq.(6)

In reference [26], the mobility metric of MANET in
RWP is expressed using the number of neighbor nodes.
Using the number of neighbor nodes, the number of
data sets used in learning process and parameter a in
Eq. (6) can be determined dynamically. Assume that
for a given node, at time now, its neighbor set is N,
and at time ascending to (m + 1)AT(s), its neighbor
set is Nyq1. If Ng N N,,41 = 0, we can judge that the



Table 1. Simulation parameter

Simulator ns-2(ver.2.27)
Simulation time 10000(s)
Number of mobile nodes 50
Number of malicious node 1
Topology 1000m x 1000m

Transmission Range 250m

Routing Protocol AODV
Maximum Bandwidth 2Mbps
Traffic Constant bit rate
Maximum Connection 30
Maximum Speed 5(m/s)
pause time 10(s)
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Figure 5. Mobility pattern for random way-
point in five seconds

network state has changed greatly, and m is determined
as the number of learning data sets.

a in Eq. (6) is the size of change in network. The
size of change in network is expressed by the size of
a change in the number of neighbor nodes. Assume
that for a given node, at time ascending to AT'(s), its
neighbor set is Nj, |[Ng — Ny| means the number of
new neighbors during AT'(s), and |N; — Ny| means the
number of neighbors that moved away, a is calculated
as Eq. (10).

o [No — Ny | IN; — No|
~ ALL_NODES = ALL_NODES

where a is normalized by ALL_NODES, the number
of all nodes in the simulation.

5.4 Results

Figure 6 shows that the number of learning data
sets determined dynamically when updating a learning
data set. From Fig. 6, we can see that the numbers of
data set change according to the change in the network
environment.

Figure 7 show the projection distance of the first
principal element of a node in the conventional scheme

(10)

Number of data set

300 2500 5000 7500 10000

time(s)

Figure 6. Number of data set in updating
learning database

(part a) and in the method using only the recent data
set (part b) and proposed method (part ¢). From these
figures we can see that as a general trend, the value of
the projection distance increases during the time pe-
riod of 2500(s) to 5000(s), when the attacks were ex-
ecuted. Especially, in the proposed method the value
of the projection distance increases rapidly at 2500(s)
and then decreases sharply at 5000(s) as well. On the
contrary, for the conventional method the large pro-
jection distance is falling at the time with no attacks.
This shows the reason why the conventional method
has lower detection rates and a large number of false
positives. For the method using only the recent data
set as the learning data shown in Fig. 7, comparing
with the proposed method, the values of the projection
distance are small and are scattered in a wide range.
As an example, we can also see that compared to
the conventional method with fixed threshold, the pro-
posed method changes its threshold dynamically to fit
well with the network traffic. Comparing the method
using only the recent data set and proposed method
cases, e.g., shown in Fig. 7, we can see that using the
forgetting curve can achieve the moderate thresholds.
Table 2 shows the average Detection Rate (DR) and
the False Positive Rate (FPR) for the conventional
method, the method using only the recent data set and
the proposed method. Based on the results shown in
this table, we can see that the proposed method pro-
vides the highest average detection rate. Compared
to the conventional method, the proposed method in-
creases the average DR by more than 54%. Further-
more, the false average FPR is decreased by more than

1%.

6 CONCLUSIONS AND FUTURE
WORKS

Vulnerability has been pointed out in MANET
against various attacks. For enhancing the security ro-
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Table 2. Detection performance

conventional method | method using only the recent data set proposed method
DR FPR DR FPR DR FPR
Modification of RREP(1) 36.65 % 7.93 % 65.51 % 527 % 93.54 % 8.73 %
Modification of RREP(2) 48.33 % 6.94 % 60.89 % 4.79 % 95.48 % 8.37 %
Modification of RREQ 55.65 % 16.19 % 77.09 % 9.48 % 97.27 % | 13.59 %
Malicious Flooding(1) 40.36 % 9.88 % 80.23 % 4.32 % 99.16 % 6.97 %
Malicious Flooding(2) 32.01 % 9.99 % 83.80 % 3.89 % 100 % 5.38 %
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