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Abstract

In this paper, we propose a method to compose a
classifier by non-linear discriminant analysis using kernel
method combined with kernel feature selection for holis-
tic recognition of historical hand-written string. Through
experiments using historical hand-written string database
HCD2, we show that our approach can obtain high recog-
nition accuracy comparable to that of individual character
recognition.

1. Introduction

Currently, most hand-written character recognitions have
mainly focused on individual character recognition. As a
result, the recognition for hand-written character database
can achieve a very high acuracy, for example, the accuracy
for 3, 036 characters of Hiragana and Chinese character in
ETL9B is reported to be more than 99%. While the accu-
racy for a hand-written character string is lower than hand-
written character with about 90% [4]. As we can see, the
recognition accuracy for the historical hand-written string
is lower than that for modern Japanese hand-written string.

Most string recognition approaches proceed by segment-
ing string images into individual characters which are rec-
ognized separately, and the string is recognized as the com-
position of recognized parts. However, this induces a se-
rious problem since such series method may lead to heap
up errors at each module. To avoid such problem holis-
tic recognition approach appears to be an attractive solu-
tion [5]. Holistic recognition method uses the strategy simi-
lar to individual character recognition by treating the whole
string of Japanese document image as a single oblong.

In holistic recognition, since the string is one unit, it is
necessary to extract high-dimensional feature because the
string has several characters. However, it is almost impos-
sible to collect a huge amount of string images as training
data. Hence, the number of training samples become rel-
atively small compared to the data dimensionality, which
makes it difficult to determine a classifier parameter accu-
rately. For this reason, when determining the classifier pa-

rameter, it is necessary to select a significant feature. His-
torical hand-written string image consists of running-hand
and the sample size in each category is too small. Since
the ratio of deformation characters is higher than in modern
Japanese string, when determining a classifier parameter, an
outlier data impairs the performance of a classifier. Thus, in
order to improve the accuracy, the sample selection is more
preferable compared to individual character recognition.

In this paper, we propose a method to compose a classi-
fier by non-linear discriminant analysis using kernel method
combined with kernel feature selection. We applied Kernel
Discriminant Analysis (KDA) to the holistic recognition of
historical hand-written string. Our experiments with histori-
cal hand-written string database HCD2 [7] clearly show the
effectiveness of the proposed method which obtains high
accuracy equivalent to individual character recognition.

This paper is organized as follows. Section 2 explains
the traditional holistic recognition system using canonical
discriminant analysis. Section 3 reveals the problem of tra-
ditional system, and proposes a new holistic recognition
system using kernel discriminant analysis. In Section 4,
we show the efficiency of our system through experiments.
Section 5 concludes the paper.

2. Holistic recognition system

Fig.1 shows the basic composition of holistic recognition
system for the hand-written string used in this paper.

2.1. Image pre-processing

After applying smoothing and noise erasing to a binary
input image, we normalize it non-linearly to expand it to the
entire area. Non-linear shape normalization is performed
by three step process; determination of the line density by
setting the image characteristic value, derivation of trans-
form function, and reverse-mapping. Several methods have
been proposed according to the definition of the character-
istic value to determine the line density.

In linear shape normalization (LSN) , a constant is used
as the characteristic value. In this paper, we adopt a non-
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Figure 1. Basic Holistic Recognition System

linear shape normalization (NSN) using the average line in-
terval between the stroke part and the background part and
using the blurring line density smoothed by Gaussian fil-
ter [3].

2.2. Feature Extraction

We create the contour image that consists of character
outlines by image processing. Then we calculate Direc-
tional Element Feature [6] from this contour image. In this
paper, original feature is extracted as 1, 540 dimensions.

2.3. Feature Selection

Compared to individual character image, the number
of string image samples that can be gathered is extremely
small. As a consequence, the number of sample is very
small compared to the feature dimensionality, which makes
it difficult to determine a classifier parameter accurately. To
avoid such problem, we perform feature selection on the
original feature and reduce the dimensionality from d0 to d
in advance. In this paper, we adopt Forward Stepwise Se-
lection (FSS) as a feature selection method [2] and F-test,
significance level of which is 5%, is used to select the sig-
nificant elements.

2.4. Recognition

As mentioned in 2.3, it is difficult to gather sufficient
data of string for each category. Therefore, in this paper,
we use Canonical Discriminant Analysis (CDA) for holistic
recognition. CDA has a comparatively high generalization
ability even when the number of samples in each category
is small.

First, between-class and within-class scatter matrix SB ,
SW are calculated using the training samples of all cate-
gories. Next, the eigenvalue matrix Λ and the eigenvector
matrix A are obtained by solving the generalized eigenvalue
problem as follows:

SBA = SW AΛ (1)

where Λ = diag(λ1, λ2, · · · , λd), λi is eigenvalue (λ1 ≥
λ2 ≥ · · · ≥ λd) and A = [a1ai · · ·ad], ai is eigenvector

corresponds to eigenvalue λi. Then, vector y made by the
feature selection in 2.3 is projected using this eigenvector,
and the canonical value is calculated. When the number of
category is assumed to be c, each data can be expressed by
only (c − 1) canonical values as follows:

zi = ai
T y (i = 1, 2, · · · , c − 1) (2)

We define the recognition rule as follows: a test data belong
to the category whose Euclidean distance to the mean of the
training data is the smallest in canonical vector space.

3. Improvement of classifier with kernel
method and kernel feature selection

In this paper, we use a holistic recognition method where
the feature is extracted directly without segmenting the
string image. Since the string is treated as one unit, it is
difficult to absorb the differences between each character
size. Therefore, the proportion of the pixel is low and many
blank parts exist in the image. In other word, there are fewer
feature parts that are significant for classifier, compared to
the individual character recognition. As one of the tech-
niques to avoid such problem, classifier using feature se-
lection seems to be a good solution for holistic recognition,
described in 2.3. However, this technique is not definitely
versatile and it is hard to say that it can represent the detailed
feature of a character. In order to improve the recognition
accuracy of holistic recognition, it is necessary to use the
classifier that is capable of using the original feature vector
without omitting the significant parts of character.

A classifier using Kernel method appears to be a promis-
ing technique which is able to use the feature vector without
reducing the significant parts. By using Kernel method, we
can reduce the computation cost from the order of origi-
nal feature dimensionality to that of the number of training
sample. The Kernel method is convenient when the number
of training sample is small and the feature dimensionality is
very high, such as the holistic recognition. For this reason,
in this paper, we adopt a classifier that uses Kernel Discrim-
inant Analysis (KDA) [1].

3.1. Kernel method

In the kernel method, non-linear discrimination is per-
formed in original space by non-linear mapping of the orig-
inal feature vector from the original space Rd to the high-
dimensional feature space F , and linear discriminating on
F . However, in general, the dimensionality of F is very
high compared to Rd, or possibly infinite. Therefore, it is
difficult to calculate the projection of feature vector posi-
tively. Consequently, the kernel trick is well-known in the
kernel method. Let x, y be the original feature vector and
Φ be non-linear mapping, dot product of Φ is expressed as
follows:

Φ(x)T Φ(y) = K(x, y) (3)
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where K is kernel function. That is, the dot product on F
is equivalent to the kernel function on Rd. By using this
scheme, the linear classifier composed of the dot product
on Rd can be applied as a non-linear classifier. In other
word, this non-linear classifier can be calculated using the
kernel function of the original feature vector. This scheme
is called a kernel trick. Many functions have been proposed
as kernel functions. In this paper, Sigmoid kernel is used.

K(x, y) = 1 + tanh(xT y) (4)

3.2. Kernel discriminant analysis (KDA)

In the KDA, we consider about the linear discriminant
mapping aj (i = 1, · · · , p) on F , and the canonical dis-
criminant vector z is calculated using the set of optimal
discriminant matrix A as follows:

z = AT Φ(x) A =
[
a1 · · · ap

]
(5)

where 1 ≤ p < c, c is the number of category. Let xi (i =
1, · · · , N) be the training samples, the linear discriminant
mapping on F is expressed using linear combinations with
coefficients uij such that:

aj =
N∑

i=1

uijΦ(xi) , (j = 1, · · · , p) (6)

This is substituted to equation (5) and calculated as follows:

z =
[∑

i ui1Φ(xi)T Φ(x) · · · ∑
i uipΦ(xi)T Φ(x)

]

=
[∑

i ui1K(xi, x) · · · ∑
i uipK(xi, x)

]

= UT �K(x) , U =
[
u1 · · · up

]
(7)

where �K(x) =
[
K(x1, x) · · · K(xN , x)

]T
is kernel

feature vector. From this expression, between-class and
within-class scatter matrix SK

B , SK
W concerning the ker-

nel feature vector are obtained. The eigenvalue matrix ΛU

and the eigenvector matrix U are obtained by solving the
generalized eigenvalue problem as well as CDA as follows:

SK
B U = SK

W UΛU (8)

In short, KDA is equivalent to solving CDA concerning the
kernel feature vector.

Similar to 2.4, we define the recognition rule as follows:
a test data belong to the category whose Euclidean distance
to the mean of the training data is the smallest in canonical
vector space.

3.3. Kernel feature selection

In KDA, the classifier parameter is calculated from the
kernel feature vector. In 2.3, we applied dimensionality
reduction method FSS to accurately calculate the classifier

parameter on insufficient training samples. When the ker-
nel method is used to transform the original feature vector
to the kernel feature vector which is called “kernel map-
ping”, the drawback of high dimensionality of the original
feature vector, is alleviated by calculating the kernel func-
tion. Therefore, in 3.2 we do not use the feature selection
of the original feature. On the other hand, regarding to the
kernel feature vector, the drawback of the high dimension-
ality has been concerned. Therefore, after kernel mapping,
the kernel feature selection is performd by FSS based on
Wilks’s Λ statistic, similar to 2.3.

Next, we consider about an effect of this kernel feature
selection. The kernel feature vector is calculated by the ker-
nel function of the original feature vector with all training
samples. That is, each element of the kernel feature vec-
tor represents the correlation regarding each training sam-
ple. Therefore, besides having an effect in dimensionality
reduction, kernel feature selection also has an effect in sam-
ple selection. As a result, if the kernel feature selection is
performed, we can decrease the influence of an outlier, and
improve the generalization ability.

From the above-mentioned, the proposed holistic recog-
nition system of the string is illustrated in Fig.2.

Input Image

Feature Extraction

Recognition

Output String

Smoothing

Shape Normalization

Noise Erasing

DEF(feature vector)

Kernel Mapping

Kernel Feature Selection

Figure 2. Proposed Holistic Recognition Sys-
tem

4. Experimental evaluation

For experimental evaluation, total 112 samples of the 5
categories in historical hand-written string database HCD2
made in HCR(Historical Character Recognition) project [7]
are used as an evaluation for the recognition experiment.

4.1. Experimental method

Here, we refer to the holistic recognition system de-
scribed in Section 2 as a traditional method, and the
improved method presented in Section 3 as a proposed
method. This experiment is conducted to compare the
recognition rate of the traditional method with the pro-
posed method. For shape normalization in the image pre-
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processing, we used two techniques (LSN, NSN) described
in 2.1. The CDA recognition rate for different value of
selected dimensionality of original feature is obtained by
using the method described in 2.3, and the KDA rate for
dimensionality of kernel feature is obtained by using the
method described in 3.3. The recognition rate is evalu-
ated using the Leave-One-Out method which divides all 112
samples into 111 training samples and 1 test sample. Then
experiments performed by 112 times.

4.2. Experimental results

Fig.3, 4 shows the experimental results with various nor-
malized images. The results are summarized as Table 1,2.
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Figure 3. Experimental Results on Historical
String Images using LSN
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Figure 4. Experimental Results on Historical
String Images using NSN

We consider about linear classifier using feature selec-
tion and non-linear classifier using kernel feature selection
using result. From Fig.3, 4, we can clearly see that KDA
performs better than CDA as it gives higher recognition rate
in all the selected dimensionality. We can consider that the
proposed system can reduce insignificant element because
F-test performs well in kernel feature selection, compared
with the system without kernel feature selection. The ef-
fect appears remarkably in KDA than CDA, since using
KDA, we can achieve higher accuracy in lower dimension-
ality than CDA, it is possible to reduce the calculation cost.
Therefore, we can say that the proposed system is more ef-
fective than the traditional system.

Table 1. Results of Maximum Recognition
Rate and Difference

CDA KDA Diff.
LSN 93.8% 97.3% 3.5%
NSN 92.9% 98.2% 5.3%

Table 2. Results of Satulation Number of Di-
mension

CDA KDA
LSN 61 − 111 (88.4%) 48 − 111 (94.6%)
NSN 62 − 111 (84.8%) 26 − 111 (96.4%)

5. Conclusion

In this paper, we investigated the classifier to the holis-
tic recognition system for historical hand-written string.
In holistic recognition, it is necessary to extract high-
dimensional feature. When composing the classifier that
handles high-dimensional feature with small sample, it is
indispensable to perform feature selection. However, the
feature selection to the original feature often gives poor
recognition accuracy. By adopting kernel method which
does not perform feature selection to the original feature, we
could improve the traditional system and obtain high perfor-
mance. In addition, we showed that by performing kernel
feature selection, we can achieve dimensionality reduction
as well as sample selection which can improve accuracy.

In our experiments on historical hand-written string
database HCD2, the proposed system can obtain recogni-
tion rate of 98.2% when evaluated using Leave-One-Out
method. We showed the effectiveness of the proposed sys-
tem.
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