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Abstract—In the near future, RTP/RTCP-based multimedia streaming will become the norm not only in wired networks but also in mobile environments. Presently when a handoff occurs between heterogeneous networks (with different available bandwidths), a RTP sender cannot stream media at a suitable rate over the new network. Furthermore, RTCP fails to precisely adapt to sudden changes in network resources due to handoff.

In order to solve these issues, 1) senders should be aware when mobile nodes are about to perform a handoff; 2) senders should then efficiently probe the available bandwidth in the new network and accordingly adjust their streaming rates. In this paper, we propose a scheme that allows mobile nodes to explicitly notify their handoff timing by using newly-defined RTCP packets. In the proposed scheme, senders probe the available bandwidth in the new network using low-priority RTP dummy packets.

The performance of the proposed scheme is evaluated and compared with conventional schemes through extensive simulations. The simulation results show that the proposed scheme achieves appropriate bandwidth utilization immediately after a handoff occurrence and lowers packet losses during the handoff. The proposed scheme exhibits also high TCP-friendliness.

I. INTRODUCTION

Along with the growth in the users community of high-speed and broadband Internet access technologies, such as FTTH (Fiber To The Home) and xDSL (Digital Subscribers Line), multimedia streaming services are becoming popular. Although TCP (Transmission Control Protocol) is the dominant communication protocol in today’s Internet traffic, real-time streaming services are mostly based on the RTP (Real-time Transport Protocol) [1]. RTP is mainly used over UDP (User Datagram Protocol). Whilst RTP does not provide any reliability or congestion control mechanisms, it has the advantage of not introducing additional delays to the transmitted data due to retransmissions, as is the case with TCP. However, when non-congestion controlled RTP is deployed in the Internet, RTP senders transmit packets regardless of the network conditions. This may congest the network. Therefore, RTP is generally used together with RTCP (RTP Control Protocol) [1].

In RTP/RTCP, receivers notify senders of some information related to their perceived Quality of Service (QoS), such as packet losses and jitter. This information is sent in packets called Receiver Report (RR). Then, RTP senders assess the network conditions and control their streaming rates based on RTCP RR [2].

On the other hand, current wireless accesses such as wireless LAN (WLAN) and WiMAX (Worldwide Interoperability for Microwave Access) enable high-speed and broadband communications. Consequently, it will be soon possible to enjoy multimedia streaming services using mobile devices such as laptop computers, PDA (Personal Digital Assistance), and mobile phones. However, mobile networks exhibit different characteristics from their wired counterparts. In deed, when providing multimedia services using RTP/RTCP to mobile users, the following problems may occur. First, when a mobile node performs handoff (handover) between two different base stations (access points), if the two cells have different available bandwidth, the sender cannot stream at a suitable rate for the new cell immediately after the handoff. This bandwidth disparity can be due to difference in traffic load in both wireless cells or use of different wireless access techniques with different link speeds, such as WLAN, 3G (3rd generation cellular system), and WiMAX. When a mobile node performs handoff, two scenarios can be envisioned. If the mobile node moves from a higher bandwidth network (e.g. WLAN) to a lower bandwidth network (e.g. 3G), and the server continues transmitting data without any adjustments to its streaming rate, the new network may be congested and a number of packets may be dropped. On the other hand, if the mobile node moves from a lower bandwidth network to a higher bandwidth network, no adjustment to the streaming rate will lead to a waste of the network bandwidth and degraded service quality in an environment where higher streaming rates (higher quality) can be obtained. Second, since RR packets are not generated so frequently, the streaming rate cannot adapt to sudden changes in network resources due to handoff. In [1], the fraction of the session bandwidth added for RTCP and the minimum interval for transmitting two consecutive RTCP packets are recommended to be set to 5% and 5 seconds, respectively. So, it may take a few seconds till the streaming rate becomes suitable for the new network after a handoff. In a multicast environment, this delay may be much longer.

To solve these issues, the sender should be aware of the handoff timing of mobile nodes and accordingly adjust its streaming rate to the new network. In the proposed mechanism,
mobile nodes explicitly notify their handoff timings to senders by using newly-defined RTCP packets and senders probe the available bandwidth in the new network by using low-priority RTP dummy packets. Extensive simulations are conducted to evaluate the performance of the proposed scheme. The results reveal that the proposed scheme achieves appropriate throughput and reduces the number of packet losses during the handoff operation.

The remainder of this paper is structured as follows. Section II surveys background activities on streaming rate control and handoff. Section III introduces the low priority RTP packets and the newly-defined RTCP packets, and describes the key concept behind the proposed scheme. In Section IV, the simulation environments are described and the simulation results are discussed. Following this, the paper concludes in Section V.

II. RELATED WORK

RTP/RTCP communication over mobile networks has mainly two problems: streaming rate control and handoff management. In this section, we argue about these problems.

As previously mentioned, since RTP, itself, does not have any congestion control function, several streaming rate control techniques have been proposed in the recent literature [2]–[6]. In RTP/RTCP, RTP receivers send back RTCP RR packets which include the quality information, such as packet losses and jitter. RTP senders adjust their streaming rates based on these RR packets. However, there are two problems with streaming rate control: fairness towards competing TCP connections (i.e. TCP-friendliness) and robustness to sudden changes in network conditions.

In general, when TCP connections which constitute most of today’s Internet traffic share one link with UDP type connections, the UDP connections conquer most of the bandwidth as TCP senders react to congestion by reducing their bandwidth consumption and UDP senders do not. Therefore, a UDP type connection should use the same bandwidth as a TCP connection when they traverse the same path. In recent years, a number of schemes have been proposed to achieve TCP-friendliness. [7] gives an overview of the recent research activities in this area. In TFRC (TCP Friendly Rate Control) [3][8], receivers monitor the loss event rate and continually report this information back to the sender. The latter measures then RTT (Round Trip Time) based on the feedback it receives. Using these two measurements, the sender adjusts its sending rate based on the complex TCP equation presented in [9]. LDA+ (Loss-Delay based Adaptation algorithm) [4] also relies on the RTCP messages and the equation of [9]. The sender adjusts its transmission rate based on end-to-end feedback information about losses, delays, and bandwidth capacity measured by the receiver. When no losses are observed, the sender can additively increase its transmission rate, otherwise it needs to multiplicatively reduce it as in TCP. However, in each method based on RTCP feedback, because RTCP messages may not be generated so frequently, the streaming rate cannot precisely adapt to the sudden changes of network.

On the other hand, when a mobile node moves between different base stations, a handoff is required. Furthermore, a mobile node needs to change its network address if the new point-of-attachment to the network differs from the old one. Mobile IP [10] tackles this problem. To reduce signaling overhead, handoff delay, or packet losses due to handoffs, many extensions such as Fast Handovers for Mobile IPv6 (FMIPv6) [11] and Hierarchical Mobile IPv6 (HMIPv6) [12] have been proposed. However, until the sender is notified of the new network address, transmitted packets are dropped during handoff. These schemes are thus not adequate for streaming in mobile networks. As a remedy to this issue, and to guarantee smooth handoff, several approaches [13]–[16] have been proposed. In [13] multiple paths are established between the server and a mobile node during handoff. Admittedly this scheme provides smooth handoff for streaming media. Nevertheless it uses multiple paths all the while a mobile node exists in the cell overlapping area. As in the case of a handoff between 3G and WLAN, if the distance of the cell overlapping area is long, it is unacceptable to use multiple paths for a long time as it causes redundant transmission of important data. [14] realizes a seamless handoff of streaming video by using two simultaneous connections through two separate WLANs and computing handoff occurrence time based on the delay difference. This approach is however effective for only horizontal handoffs as the delay differences may be due to difference of wireless access techniques in case of vertical handoffs.

III. SMOOTH HANDOFF SCHEME WITH LOW PRIORITY RTP PACKETS AND RTCP PACKETS

This section presents in detail the proposed scheme. First, we describe the preconditions that need to be applied to our scheme, and then define the new RTP/RTCP packets.

A. Preconditions

Firstly, it is assumed that wireless cells overlap with each other as shown in Fig. 1. To access two networks in parallel, a mobile node needs to be simply equipped with two wireless interfaces. It is difficult to imagine a mobile node with two WLAN cards, but [17] presents a mechanism where a single physical WLAN interface can be used to simultaneously access multiple WLANs. Moreover, if the wireless networks get integrated further, it will become normal for a mobile node to have interfaces of different wireless technologies. A special hardware that can simultaneously access all types of wireless technologies will be developed in the future. Secondly, the proposed scheme requires that all network elements (e.g. router) along the RTP/RTCP connection path support some priority disciplines. Currently, most networks are best-effort and most routers in the Internet do not apply any priority policy. However, in the near future, routers will be able to support multiple service classes in order to support real-time applications such as VoIP (Voice over IP). Lastly, a server-side application should be able to adjust its streaming rate by changing the quality of multimedia contents.
B. Definition of New RTP/RTCP Packets

1) RTP Dummy Packets: RTP dummy packets are generated by the sender and are treated as low priority packets. They are used to estimate the available bandwidth in the new network. To distinguish RTP dummy packets from normal RTP packets, the payload type field in the RTP header of dummy packets is defined as a new payload type.

In research work related to TCP, several schemes which use low priority packets to probe the availability of network resources have been proposed. Notable examples are TCP-Peach [18] and Dummy Segment based Bandwidth Probing (DSBP) [19]. In these papers, low priority packets are called dummy segments since they do not carry any new information.

In [19], we used dummy segments to probe the available bandwidth for a mobile node after handoff in the new cells. Similarly to TCP dummy segments, RTP dummy packets are treated as low priority packets. Accordingly they do not affect the delivery of data traffic. Indeed, when a router on the connection path is congested, RTP dummy packets are discarded first.

2) RTCP Handoff Notification (HN): RTCP Handoff Notification (HN) packets notify the streaming server that a mobile node is about to perform a handoff. HN packets consist of only RTCP common header, and in order to distinguish HN from other RTCP packets, the packet type field in the RTCP header is set to an unused value. While normal RTCP packets are compounded and transmitted, RTCP HN packets are independently transmitted to the server upon detecting degradation in the link quality in order to immediately notify the handoff occurrence to the server.

3) RTCP Rate Estimation (RE): RTCP Rate Estimation (RE) is used so that the server calculates the available streaming rate for a mobile node. RE packets conform to RTCP RR, and their packet type fields are set to an unused value in order to distinguish RE from RR.

C. Algorithm of the Proposed Scheme

Fig. 2 portrays the procedures of the proposed scheme. A mobile node instantly measures radio strength or link quality. (1) It is assumed that a mobile node MN uses wireless interface IF1 in the cell of base station BS1 and receives data over RTP. (2) When MN moves into the new cell of base station BS2, a new network address is given to the MN’s wireless interface IF2. And then, (3) when radio strength or link quality through IF1 goes down below a predefined threshold, (4) MN immediately transmits a RTCP HN message to the server through IF2. To guarantee a quick notification of the handoff occurrence, and thus a smooth handoff, this threshold should be set in function of the mobile node speed. Indeed, the faster the mobile node, the higher value the threshold should be set to. Upon receiving HN, (5) the server transmits RTP dummy packets to MN’s IF2 at the maximum streaming rate of contents for 0.75 seconds\(^1\). After receiving dummy packets for 0.5 seconds\(^1\), (6) MN’s IF2 returns RTCP RE to the server. Upon receiving RE, (7) the server calculates the appropriate streaming rate from the packet loss event rate and RTT as in the case of receiving a normal RTCP RR, and keeps streaming normal RTP packets (not dummy packets) at the computed rate. During these operations, MN keeps receiving the streaming data through IF1. (8) Once MN’s IF2 starts receiving normal RTP packets, MN’s IF1 transmits RTCP BYE to the sender, and the sender accordingly stops streaming data to IF1.

IV. PERFORMANCE EVALUATION

In order to verify the effectiveness of our scheme, we implemented the algorithm in the Network Simulator (ns-2.28) [20] and carried out extensive simulations. This section gives a detailed description of the simulation environment and discusses the simulation results.

A. Simulation Setup

In our simulations, the configuration of the considered network is depicted in Fig. 3. This topology imitates a common scenario where two base stations BS1 and BS2 are connected to the wired networks through a wireless gateway WG and a mobile node performs a handoff between BS1 and BS2. All wired links have a bandwidth of 155 Mbps (e.g. OC3). As for the wireless links capacity, a number of test scenarios were created by setting their capacity to different values from 384 kbps (e.g. 3G) to 11 Mbps (e.g. IEEE 802.11b). All links are error-free throughout this paper.

While it is more general to consider a sequence of handoffs, the behavior of the proposed scheme will be best understood by considering a single handoff. We thus focus on analyzing

\(^1\) Actual receiving period is set to a random uniformly distributed between 0.25 and 0.75 (\(=0.5 \times [0.5..1.5]\)) seconds in order to avoid traffic bursts from unintended synchronization with other sites. Since maximum period is 0.75 seconds, the server sends dummy packets for 0.75 seconds.
a single handoff in all simulations. In our scheme, all network elements in the connection path need to support some priority disciplines as previously mentioned. In this paper, we use WRED (Weighted Random Early Detection) [21] for queuing. While the average queue size is between the minimum threshold $TH_{\text{min}}$ and the maximum threshold $TH_{\text{max}}$, the arriving packets are either dropped or queued, depending on the packet drop probability (Fig. 4). If the average queue size is greater than $TH_{\text{max}}$, the packet is automatically dropped. WRED can selectively discard lower priority traffic (i.e., dummy packets) when the router begins to get congested and provide differentiated performance characteristics for different classes of service. The parameters of WRED are listed in Table I.

![Fig. 3. Simulation network topology](image)

![Fig. 4. Parameter configuration of WRED queue](image)

Although the proposed scheme can be used with any streaming rate control, we use LDA+ algorithm [4] in this paper. The reason behind this choice underlies beneath the fact that LDA+ achieves relatively good TCP-friendliness even when RTCP generates feedback messages with low frequency. In this context, it should be noted that whilst frequent transmissions of control messages is beneficial for quick adaptation to sudden changes in network conditions, it incurs overhead in terms of bandwidth consumption. Additionally, RTP is independent of the underlying protocol. Indeed, it can work on any type of network, such as TCP/IP, ATM, and frame relay. We apply UDP as transport protocol and IP as network protocol in the simulations. RTP can be also used in multicast environments. In this paper, we conduct all simulations only in unicast environments.

As comparison terms, we use two conventional schemes: a single-path scheme and a multi-path scheme. In the single-path scheme, we assume that there is no delay and no packet loss due to the handoff. In case of the multi-path scheme, two paths, via BS1 and BS2, are established after radio strength through one wireless interface IF1 goes down below a predefined threshold, as in the case of the proposed scheme. The sender then streams data to the other interface IF2 of the receiver without changing its rate. Table II shows an overall list of the simulation parameters.

![Table I: WRED parameters](image)

![Table II: Simulation parameters](image)

In this paper, two metrics are used to evaluate the performance of the proposed scheme: throughput and packet losses. The throughput indicates the number of bytes received by a mobile node (i.e., the receiver). The packet losses are the number of lost packets in the connection path per 0.1 seconds. It should be emphasized that RTP dummy packets are not considered in these computations since they do not carry any new information.

### B. Simulation Results

As a first step, we investigate the performance of our scheme when only a single RTP connection exists ($N = 0$). In this simulation, two situations are envisioned: a mobile node moves from a higher bandwidth cell to a lower bandwidth cell or vice versa. Fig. 5 graphs the transition of throughput and packet losses when the RTP receiver MN$_{\text{RTP}}$ performs a handoff from 11 Mbps to 384 kbps (i.e., $B_1 = 11$ [Mbps], $B_2 = 384$ [kbps]). Fig. 5(a) demonstrates that the conventional schemes achieve a little higher throughput compared to our scheme. However, they cause large number of packet losses as shown in Fig. 5(b). This is because the server keeps transmitting data at a high rate, which is suitable to the old cell, until a RR packet is received. Moreover, in the single-path scheme, after receiving a RR, due to the fact that the computed streaming rate depends on the old information, it does not suit the resource of the new cell. On the other hand, in the proposed scheme, RTCP HN notifies the sender that a mobile node is about to perform a handoff, and then the server appropriately adjusts its streaming rate to the new cell by using RTP dummy packets and RTCP RE. Therefore, no packet loss is observed during handoff, as shown in Fig. 5.
For the sake of in the conventional schemes regardless of the total number of competing TCP connections N. The results are an average of multiple simulation runs. From this figure, it can be easily understood that the proposed scheme achieves TCP-friendliness faster than the conventional schemes immediately after the handoff occurrence time. Fig. 8 plots the friendliness index of the three schemes as a function of the total number of competing TCP connections N. The results are an average of multiple simulation runs. From this figure, it can be easily understood that the proposed scheme achieves TCP-friendliness faster than the conventional schemes regardless of the total number of competing TCP flows N. Finally, it should be noted that similar results were obtained even when we change the parameters of WRED.

Lastly, we examine the TCP-friendliness in case of larger values of N. As a friendliness index, we define the following metric \( f(x, \overline{y}) \) based on Jain’s fairness index [22].

\[
f(x, \overline{y}) = \frac{(x + \overline{y})^2}{2(x^2 + \overline{y}^2)}
\]

Here, \( x \) and \( \overline{y} \) indicate the throughput of RTP connection and the average throughput of N TCP connections, respectively. In the proposed scheme and multi-path scheme, \( x \) refers to the throughput of the RTP flow via BS2. Each throughput is measured for 10 seconds after the handoff occurrence time. Fig. 8 plots the friendliness index of the three schemes as a function of the total number of competing TCP connections N.

To consider the opposite scenario, we plot the throughput transition of three schemes when MN_{RTP} performs a handoff from 384 kbps to 11 Mbps. Here, since we observed no packet loss in all schemes, we do not graph packet losses. Fig. 6 illustrates that the proposed scheme achieves higher throughput compared to the conventional schemes immediately after the handoff. The obvious reason behind this performance consists in the fact that the conventional schemes keep transmitting data at the old rate which is inadequate for the higher bandwidth of the new cell.

Next, we direct our focus to evaluating the performance of the proposed scheme when a RTP connection shares one link with N TCP NewReno connections after the handoff. When the simulation starts, RTP receiver MN_{RTP} resides in the cell of BS1 and all TCP receivers MN_{TCPi} (\( i = 1, 2, \ldots, N \)) are in the cell of BS2 as shown in Fig. 3. MN_{RTP} then moves into the cell overlapping area and performs a handoff. MN_{TCPi} do not roam. Fig. 7 shows the transition of throughput and packet losses of the RTP connection and a competing TCP connection when MN_{RTP} performs a handoff between 5 Mbps cells (i.e. \( B_1 = B_2 = 5 \) [Mbps], \( N = 1 \)). For the sake of figure clarity and as the multi-path and single-path schemes exhibit relatively same behavior, Fig. 7 plots only the result of the single-path scheme and the proposed scheme. A glance at Fig. 7(a) reveals that the proposed scheme enables MN_{RTP} to enter into the new cell without affecting MN_{TCPi}’s traffic. Furthermore, in our scheme, it takes less time to get a certain-level of TCP-friendliness than the conventional schemes. It is true that the throughput of MN_{RTP} in the conventional schemes is higher than that in our scheme after handoff, but MN_{RTP}’s traffic in the conventional schemes causes a large number of packet losses not only in MN_{RTP}’s traffic but also in MN_{TCPi}’s traffic, as shown in Fig. 7(b). The throughput of MN_{TCPi} is also decreased unfairly for a few seconds, as shown in Fig. 7(a). As a result, use of conventional methods yields network congestion and degradation of TCP performance. Although there is a number of packet drops like pattern of TCP congestion window during the congestion avoidance phase. Despite these packet drops, the proposed scheme succeeds in fairly dividing the bandwidth of the new network between the RTP and TCP connections, as shown Fig. 7(a). This performance is achieved by gradually decreasing the throughput of MN_{TCPi} and slowly increasing that of MN_{RTP}.

V. CONCLUSION

In this paper, we proposed a scheme based on low priority packets called RTP dummy packets and newly-defined RTCP packets for streaming data to mobile users over RTP/RTCP.
In our method, a mobile node is assumed to have at least two wireless interfaces. Prior to handoff occurrence, a mobile node explicitly notifies its handoff timing to its correspondent server by submitting a RTCP HN packet via a given interface. In response, the server estimates the available bandwidth in the new network by transmitting RTP dummy packets to the mobile node via the initially-used interface. By so doing, the server adjusts its streaming rate to the new network and accordingly guarantees smooth handoff management.

The performance of the proposed scheme was investigated through extensive simulations. Performance evaluation relied on computer simulation. The obtained results showed that our scheme achieved appropriate streaming rate compared to the available bandwidth immediately after a handoff occurrence without unfairly decreasing the throughput of competing TCP connections. Additionally, in the proposed scheme, a mobile node experienced lower packet drops during the handoff when it moves into a lower available bandwidth cell.
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