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Abstract  

Owing to the heterogeneity and high degree of 
connectivity of various networks, there likely exist 
multiple available paths between a source and a 
destination. To be able to simultaneously and 
efficiently use such parallel paths, it is essential to 
facilitate high quality network services at high 
speeds. So, traffic splitting, having a significant 
impact on quality of services (QoS), is an important 
means to achieve load balancing. In general, most 
existing models can be classified into flow-based or 
packet-based models. Unfortunately, both classes 
exhibit some drawbacks, such as low efficiency 
under the high variance of flow size in flow-based 
models and the phenomenon of packet reordering in 
packet-based models. In contrast, Table-based 
Hashing with Reassignment (THR) and Flowlet 
Aware Routing Engine (FLARE), both belonging to 
the class of flow-based models, attempt to achieve 
both efficient bandwidth utilization and packet 
order preservation. An original flow can be split 
into several paths. As compared to the traditional 
flow-based models, load balancing deviation from 
ideal distribution decreases while the risk of packet 
reordering increases. In this paper, we introduce 
analytical models of THR and FLARE, and derive 
the probabilities of traffic splitting and packet 
reordering for each model.  Our analysis shows that 
FLARE is superior to THR in packet order 
preservation. Also, the performance of FLARE on 
bursty traffic is demonstrated and discussed. 

1  Introduction 

Effective exploitation of multiple available paths 
between a source and a destination, in network 
provisioning, is essential to maximize high quality 
network services at high speed [1] such as real-time 
communications under a strict delay requirement. 
Traffic splitting, which is an important means for 
load balancing, has significant impact on quality of 
services (QoS). Since traditional flow-based 
splitting models, e.g., Direct Hashing (DH), Table-
based Hashing (TH), and Highest Random Weight 
(HRW) [2-6], forward all packets intended for the 

same destination via the same path, packet 
reordering is prevented. However, there exists a gap 
between the actual load and desired load when the 
sizes of flows are not equal. A variety of flow-
based models has been proposed to mitigate the 
deviation problem [7-9]. As compared to the model 
proposed by Ref. [7], Table-based Hashing with 
Reassignment (THR) [8] and Flowlet Aware 
Routing Engine (FLARE) [9] facilitate control of 
the load of each path by adjusting some parameters 
according to a traffic distribution policy. A key 
point is to split a flow into subflows, which are 
switched to the lowest utilized path. Ideal load 
balancing is to ensure that the actual load is equal 
to the desired load in all paths and the sequence of 
packets is kept from end to end for all flows. THR 
and FLARE can balance the load among all paths 
better as compared to traditional models, but at the 
expense of preservation of packet order. So, the 
ability to preserve packet order is the major issue 
for THR and FLARE to tackle. Unfortunately, THR 
does not have a mechanism to efficiently prevent 
packet reordering, whereas FLARE with 
appropriate control parameters can mitigate the risk 
of packet reordering because a flow can be split 
only when the packet interarrival time is larger than 
the maximum difference of delays among the 
parallel paths. However, burstiness, which may 
induce rather small packet-interarrival time, may 
potentially affect the performance of FLARE. 
Therefore, we also address its performance on 
bursty traffic, after having derived the probability 
of packet reordering in THR and FLARE. 
 

The paper is organized as follows: Section 2 
describes major issues concerning load balancing, 
i.e., packet reordering and the deviation between 
the actual load and the desired load. Section 3 
presents overviews of THR and FLARE. Section 4 
introduces analytical models of both schemes. 
Analytical results are discussed in Section 5; and 
concluding remarks are presented in Section 6. 

2  Issues on load balancing 

When the size of each flow and/or the number of 
flows in each path varies significantly, network 
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congestion may occur in some paths while other 
paths experience underutilization as a result of 
imbalanced load distribution among the paths. 
Splitting a flow into subflows and then moving 
each subflow to the lowest utilized path is a 
solution to mitigate the load imbalance [7-9]; 
however, ability to prevent packet reordering which 
is the key advantage of flow-based schemes can be 
compromised when flow splitting and path 
switching are performed without concern to arrival 
time at the destination. The two major issues are 
further discoursed next. 

2.1  Load imbalance issue 

By using the boundary condition of a path’s deficit 
load stated in Ref. [9], the probability of having a 
certain degree of load imbalance can be roughly 
quantified as follows. Let wp be the normalized 
desired load of path p. Assume that, over an 
interval (0, t], the number of active flows is N(t) 
and a total number of packets over all N(t) flows is 
L(t). The deficit load of path p, Dp(t) can be 
calculated as Lp(t) – wpL(t), where Lp(t) is the actual 
load of path p. The probability of experiencing the 
deviation larger than ξ can be expressed as follows: 
 

)])(E[4/()1(]|)(Pr[| 22 tΝtDp ξγξ +<> ,       (1) 
 

where γ is the coefficient of variation of the flow 
size. As stated in Ref. [9], γ can be reduced by 
splitting an original flow into several subflows; the 
probability of observing the deficit load larger than 
ξ becomes smaller by splitting the flow. From the 
above discussion, it is clear that load imbalance can 
be improved by flow splitting, and thus the degree 
of load imbalance is a function of the probability of 
flow splitting. In other words, larger splitting 
probability can achieve better load balancing. From 
this view point, the probability of splitting is used 
as an indicator showing how the actual load sharing 
is close to the ideal load distribution. 

2.2  Packet reordering issue 

While the sequence of packets is always preserved 
in most flow-based schemes, it has not been proved 
that other schemes such as THR and FLARE do 
preserve packet order. Owing to the different 
characteristics of parallel paths, the order of packets 
arriving at a destination may be different from 
those transmitted via different parallel paths. Packet 
reordering can lead to a significant performance 
degradation in applications because it may take a 
long time to recover packets in the correct order in 
the IP layer by waiting for an arrival of delayed 
packets or retransmitted packets. Several works 
have addressed the packet reordering problem [10-
15]. As stated in Refs. [12,13], packet reordering 
may occur more frequently with higher 
probabilities of splitting a flow and switching a 
path. On the other hand, the possibility of packet 

reordering will decrease if the interarrival time of 
two successive packets belonging to the same flow 
is greater than the maximum time required to 
deliver a packet via the parallel paths. The packet 
interarrival time must be greater than the difference 
between the maximum and the minimum delays 
among parallel paths to ensure preservation of 
packet order [9]. 

3  Overviews of THR and FLARE 

Due to space limitation, the detailed descriptions of 
THR and FLARE having been clearly described in 
Refs. [8,9], respectively, will be omitted in this 
paper. We will only give overviews of these two 
that are necessary to understand our analysis. THR 
and FLARE are flow-based load balancing models 
attempting to improve their efficiency by splitting a 
flow into subflows. The packet interarrival time is 
used to decide whether an original flow should be 
split or not in both schemes. However, the criterion 
of splitting an original flow is slightly different 
from each other. THR allows a flow to be split in 
between two successive packets with the longest 
interarrival time observed during a certain time 
period. Meanwhile, in FLARE, a flow is split when 
the interarrival time of successive packets exceeds a 
certain threshold. In both schemes, a path selection 
may be changed upon splitting a flow. As compared 
to other flow-based models such as DH, TH, and 
HRW, the probability of splitting has increased in 
THR and FLARE, implying the improvement of 
load balance. We assume that the parameters of 
THR are chosen such that it aims to achieve the 
avoidance of packet reordering, in order to compare 
its performance to FLARE’s. 
 

In FLARE, each subflow referred to as a flowlet in 
Ref. [9] is a group of packets having their 
interarrival time smaller than an interarrival time 
threshold, δth. A packet arriving within δth is part of 
an existing flowlet and will be sent via the same 
path as the previous one. Otherwise, the packet 
arriving beyond the threshold corresponds to the 
head of a new flowlet, and is assigned to a path 
with the largest amount of deficit load. For a 
smaller δth, the deviation from the desired load 
distribution can be decreased at the price of higher 
risk of packet reordering, and vice versa. In order to 
guarantee that the two consecutive packets can be 
assigned to different paths without the risk of 
packet reordering, the threshold, δth, needs to be 
larger than the value of Mean Time Before Switch-
ability (MTBS) [9], ∆max, which is the maximum 
delay difference among all available parallel paths. 
To estimate the value of ∆max, periodically, FLARE 
executes the ping operation to measure the round 
trip delay of each path and calculates the maximum 
delay difference among the parallel paths from the 
measured delays; it uses the obtained value, ∆e

max, 
as an estimate of MTBS. As ∆e

max includes 
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estimation error, ∆e
max=∆max+ε, where ε∈[–∆max,∞), 

the performance of FLARE largely depends on the 
estimation accuracy. More frequent measurement 
may reduce |ε |, but this causes additional overheads. 
An overestimation error (ε > 0) causes a flow not to 
be split even if it should be, thus leading to the 
decrease of the opportunity of splitting. On the 
other hand, an underestimation error (ε < 0) causes 
a flow to be split more than necessarily, thus 
causing packet reordering. In the bursty traffic 
environment, a sudden increase in packet arrival 
rate can cause underestimation errors. Especially, 
when the splitting model makes an adaptation 
decision based on the packet interarrival time, a 
decision error tends to occur. 

4  Analytical models  

Let πs and πr be the probability that a flow is split 
upon an arrival of a packet and the probability that 
packet reordering occurs due to the split, 
respectively. Assume that they are statistically 
independent of each other; the relation between 
them can be expressed as follows: 
 

∑ ∑
∈ ∈

ΔΩΦ=
Ρ Ρi j

jiji )(),(ππ ,sr ,                      (2) 

 

where P is a set of parallel paths; Φ(i, j) denotes the 
probability of the path switching from path i to path 
j, depending on a path selection strategy; Ω denotes 
the probability of packet reordering when the path 
is switched from path i to path j, and is a function 
of ∆i,j, i.e., the difference of delays between path i 
and path j. If we assume that path p can be selected 
with probability wp for a given arrival packet, 
Φ(i, j) is equal to wiwj. Especially in a random-
based path selection scheme, where all paths have 
the same selection probability, Φ(i, j) is a simple 
function of |P| as 1/|P|2. Unfortunately, Φ(i, j) in 
THR or FLARE cannot be expressed by such a 
simple function. On the other hand, we do not need 
to know the exact form of Φ(i, j) in order to derive 
the characteristics of πr. Note that Ω corresponds to 
the upper bound of πr. Therefore, in our analysis, 
the probability of packet reordering is evaluated by 
using Ω instead of πr. Besides, the load imbalance 
is evaluated by using the probability of splitting, πs, 
since there exists a direct correlation between them 
as previously described. 
 

Before proceeding to the analysis on Ω and πs in 
THR and FLARE, we shall first formulate the 
interarrival time of packets by using an interarrival 
process of the Interrupted Poisson Process (IPP) 
traffic model, a special case of a Markov 
Modulated Poisson Process (MMPP) and a widely 
used renewal process to model bursty traffic and 
correlated packet-arrivals. Since IPP is 
stochastically equivalent to a hyperexponential 
renewal process, the cumulative distribution 

function of the interarrival time can be simplified to 
a hyperexponential distribution [16] as follows. 
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Here, λ is the arrival rate averaged over a burst 
period. The mean burst period and mean idle period 
are 1/σ1 and 1/σ2, respectively. Eq. (3) presents the 
probability that the interarrival time, X, of a packet 
is not larger than the value of δ. 

5  Analysis and discussions 

5.1  Probability of splitting 

First, we analyze the probability of splitting in THR 
aiming to tackle the packet reordering issue. The 
interval between control phases, T, is chosen such 
that T ≥ 1/(λavgE[N(t)]) to assure the arrival of at 
least one packet during the interval. E[N(t)] and λavg 
are the expected number of currently active flows 
and the average packet arrival rate in each flow, 
respectively. The probability of splitting, πs

THR, 
derived from the counting process of IPP [16]. 
 

)])([/(1π avg
THR
s tNTΕ= λ  ,  (4) 

 

where λavg = λ / (1 + σ1/σ2). It is clear from 
Equation (4) that a smaller T allows THR to 
achieve a larger opportunity of splitting. Second, 
we consider the probability of splitting in FLARE, 
πs

FLARE, with δth ≥ 0. From Equation (3), πs
FLARE is 

 

.)1(]Pr[π th2th1
th

FLARE
s

δμδμδ −− −+=>= eppeX (5) 
 

In Figure 1, for the validation of the above 
analytical model, πs

FLARE calculated from Eq. (5) 
and the experimental data, collected in US and 
Europe [9], are compared in cases with different 
burst/idle periods. The results confirm the validity 
of our proposed analytical models. Figure 2 
presents the comparison between πs

THR and πs
FLARE. 

As evident from the values at T = 0.08s in THR and 
δth = 0.05s in FLARE as recommended in Ref. [8] 
and [9], respectively, πs

THR is greater than πs
FLARE. 

Regardless of the average packet arrival rate, 
smaller values of T and δth in THR and FLARE, 
respectively, are required to achieve higher 
probability of splitting which results in better 
balanced load with less deviation from the desired 
load. Regarding the performance of FLARE, we 
can also see that the probability of splitting, which 
infers the efficiency of load balancing, tends to 
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degrade from bursty traffic causing a long burst 
period. 

5.2  Probability of packet reordering 

The probability of packet reordering in THR, 
ΩTHR(∆i,j), caused by changing the path from path i 
to path j, is 

)()( ,,THR jiji H Δ=ΔΩ .    (6) 
 

Eq. (6) shows that the probability of packet 
reordering is not zero as long as ∆i,j > 0. It is 
impossible to guarantee preservation of packet 
order if any two of the available parallel paths 
exhibit different delays. The probability of packet 
reordering in FLARE, ΩFLARE(δth, ∆i,j), is a function 
of not only ∆i,j but also the threshold, δth. 
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Since FLARE allows only a flow (with δ > δth) to 
be split, the probability of packet reordering can be 
controlled by adjusting the value of δth. In fact, it is 
possible to reduce the risk of packet reordering to 
almost zero regardless of the probability of splitting 
when  δth is set to ∆e

max which is close to ∆i,j. While 
comparing between Eqs. (6) and (7), it is obvious 
that FLARE outperforms THR because it 
determines the splitting of flows according to the 
network condition, and thus reducing the risk of 
packet reordering. Eq. (7) demonstrates that the risk 
of packet reordering can be reduced by increasing 
the value of δth. A large value of δth is required to 
maintain a certain probability of packet reordering 
under the conditions where parallel paths have a 
large variance in their delays. FLARE with 
properly chosen δth can mitigate the risk of packet 
reordering; whereas THR does not have such an 
advantage. 
 

Estimation errors causing ∆e
max to be far from ∆i,j 

are a factor affecting the performance of FLARE; 
however, it should be noted that its performance in 
terms of packet reordering is always better than that 
of THR even in the existence of estimation errors. 
Since THR has no more factor to be taken into 
account, we will further discuss only the effect (of 
estimation error) on the performance of FLARE. 

5.3  Effect of estimation errors in FLARE 

Without an estimation error, i.e., ε=0 and 
∆e

max=∆max, FLARE can achieve almost ideal 
performance with negligible risk of packet 
reordering by setting δth to ∆e

max. However, in 
general, the estimated ∆e

max includes estimation 
error. An overestimation error leads to the loss of 
the opportunity of splitting, which results in 
deteriorated load balancing. On the other hand, an 
underestimation error increases the risk of packet 

reordering while load balancing can be promoted. 
Figure 3 demonstrates the effect of underestimation 
error on the probability of packet reordering, 
ΩFLARE. It can be confirmed that the increase of 
underestimation error leads to the increase of the 
risk of packet reordering, regardless of the value of 
δth, and the length of the burst period of incoming 
traffic. It should be noted that, to decrease the risk 
of packet reordering under the condition with the 
existence of a certain estimation error, δth needs to 
be set to a large value, while a large δth jeopardizes 
the opportunity to improve load imbalance.  
 

Meanwhile, as derived from Eqs. (3) and (7), 
ΩFLARE can be affected by the length of the 
burst/idle periods, 1/σ1 and 1/σ2, of incoming 
traffic. In fact, a clear difference can be observed in 
between Figures 3(a) and 3(b). From the 
comparison between these figures, it is clear that, to 
maintain a certain probability of packet reordering, 
the threshold, δth, needs to be dynamically adjusted 
according to the burst period of the incoming traffic. 

6  Concluding remarks 

Since effective traffic splitting is critical to 
efficiently utilize multiple available paths, we have 
proposed analytical models to conduct performance 
analysis and comparison between recently 
introduced models such as THR and FLARE, in 
terms of the probability of traffic splitting and 
packet reordering, under varying control parameters 
as well as bursty conditions. These analytical 
results demonstrate that in order to perform load 
balancing, better load distribution with smaller 
deviation can be achieved by setting smaller update 
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Figure 2. Comparison between probability of splitting 
in THR and that in FLARE, for λavg = 50 packets/s. 
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Figure 1. Analytical model validation. 
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interval times in THR or by setting smaller 
interarrival time thresholds in FLARE, at the 
expense of preservation of packet order, and vice 
versa. By using the analytical models, we are able 
to conduct a detailed comparative analysis of THR 
and FLARE; and to explain why FLARE can 
outperform THR in mitigating the packet 
reordering problem. 
 

Moreover, we illustrate the degraded performance 
of FLARE in preventing packet reordering when an 
underestimation error occurs. The results indicate 
that a larger error causes a higher risk of packet 
reordering; in addition, the probability of packet 
reordering may be affected by the length of the 
burst/idle periods of the incoming traffic. In order 
to alleviate the probability of packet reordering, the 
interarrival time threshold needs to be dynamically 
adjusted according to the incoming traffic. By 
setting a relatively larger threshold, the effect of 
underestimation error causing packet reordering can 
be suppressed regardless of the lengths of the 
burst/idle periods, at the expense of the loss of the 
opportunity to further improve load imbalance. 
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(a) Short burst period, 1/σ1 = 1/σ2 = 0.005 s. 
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(b) Long burst period, 1/σ1 = 1/σ2 = 0.5 s. 

 
Figure 3. Probability of packet reordering occurrence 
in FLARE, for λavg = 10 packets/s. 
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