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Abstract—Delay tolerant networks (DTNSs) rely on the mobility Phase 1 e Phase 2

of nodes and sequences of their contacts to compensate for laok
continuous connectivity and thus enable messages to be delivdre
from end to end in a “store-carry-forward” way. Since each node
may also need to deliver out its locally generated message, in
addition to carrying and forwarding messages for other nodes,
the node may become more willing to forward its own message
rather than that of others when it encounters some node. This
kind of selfish behaviors may become much more significant
when the nodes are operating under both QoS requirements

(e.g., delivery delay requirements) and energy constraints. In Direct transmission
this paper, we analytically explore how this kind of selfish
behaviors will influence the delivery performance of the two- Fig. 1. lllustration of the two-hop relay routing protocokhere the

hop relay in the challenging DTNSs. In particular, a continuous destinationD receives a message either directly from the soufaar from
time Markov chain-based theoretical framework is developed one of then — 2 distinct relays.

to model the complicated message delivery process. With the
help of the theoretical framework, closed-form expressions are
further derived for both the expected delivery delay and the

expected delivery cost, where the important node selfishnessigs With €ach other in a perfect way, like the [8]-[11]. In thelrea

is carefully incorporated into the analysis. world, however, nodes may act selfishly, in particular when
they are energy and storage resource constrained.
. INTRODUCTION It is noticed that recently, some interesting works have

Delay tolerant networks (DTNs) are sparse and highljeen done to address the important node selfishness issue.
mobile wireless ad hoc networks, where the transmissibl@nagakiset al. in [12] experimentally examined the effect
opportunities come up and down from time to time, and n@f node cooperation in DTNs, where a node may choose to
contemporaneous end-to-end path may ever exist at any giysababilistically drop a newly received message or refase t
time instant [1]-[3]. Therefore, the “store-carry-fongakind forward a buffered message. This kind of individual selfedm
of routing, which relies on the mobility of nodes and seqasncwas further addressed in [13] by Karaliopoulesal, where
of their contacts to compensate for lack of continuous conned specific group of selfish relay nodes are assumed. It was
tivity and thus enable messages to be delivered from endftsther extended by Lét al.in [14] into the social selfishness
end, becomes a natural routing option for the DTN routingcenarios where there are two groups of relay nodes, and a
[4]-[6]. relay node has greater incentive to help forward messages fr

Among these “store-carry-forward” routing protocols, théhe nodes in the same group, but less interests to forward the
two-hop relay and its variants [3], [7] have become a class @fessages from nodes of the other group [15], [16].
attractive routing protocols due to its efficiency and sieip/. These works [12]-[14] suffered from the same limitation
In the two-hop relay routing, the source transmits copieissof that all of them considered a very simple network scenario
message to all mobiles (relays) it encounters; relays itménswith only a single source-destination pair. Under such sce-
the message only if they come in contact with the destinatiamario, all the other nodes (except the source and the destina
Thus, as shown in the Fig. 1, a message travels at most tiian) act as “pure” relays, and have only one kind of selfish
hops to reach its destination. behavior, to either carry and forward messages for the sourc

The two-hop relay routing requires all nodes to forwardr not. In the DTNs, however, there may simultaneously co-
messages for each other in a cooperative and altruistic wayist multiple source-destination pairs (traffic flows).cka
Consequently, this kind of cooperation and mutually hejpimode may act not only as a relay carrying and forwarding
routing inflict significant energy consumption and storagstc messages for other nodes, but also as a source trying te@deliv
on each node. Most studies in the literature have assumed that its locally generated message. Thus, a node may become
in the message delivery process, nodes are willing to cat@ermore willing to forward its own message rather than that of



others when it encounters some node. This kind of selfish local-queue — ™
behaviors may become much more significant when the nodes

are operating under both QoS requirements (e.g., delivery — ™

delay requirements) and energy consumption constraints. | @
this paper, we focus on this kind of node selfishness and ana- n2 I —
lytically explore how it will influence the delivery perforance relay-queues

of the two-hop relay in the challenging DTNs.
The main contributions of this paper are summarized as

follows. -

« We focus on a network scenario where each node h'g;\s _ .
. . Ig. 2. lllustration of the queue structure at the buffer ofle.S, which
a locally _generf'ited traﬁ'c dgs_tlned for some node araggltains one local-queue for its locally generated traffidn — 2 parallel
also an incoming traffic originated from some othetelay-queues for traffic of other flows.
node, and develop a continuous time Markov chain-based
theoretical framework to model the complicated message . _
delivery process. In order to fully capture the node selfishness regarding
« With the he'p of the theoretical framework, we furtheforwarding traffic for itself or for other nOdes, we assume
derive closed-form expressions for both the expectdire a permutation traffic pattern [20], where each node has
delivery delay and the expected delivery cost, where ti@elocally generated traffic destined for some node and also an

node selfishness regarding forwarding messages for itg8goming traffic originated from some other node, i.e., each
or for other nodeS, is Carefu"y incorporated into th@Ode IS not Only the source of its own traffic flow but also the

analysis. destination of some other traffic flow. Thus, there are inltota

« Finally, we provide extensive numerical results to explore distinct flows inside the whole network.
how the node selfishness and network size will influence Without loss of generality, we focus on a tagged flow and
both the expected delivery delay and the expected delflenote its source and destination by nofleand nodeD,
ery cost. respectively. According to the two-hop relay [7], the nogle
The rest of this paper is outlined as follows. Section fran also be a potential relay for other— 2 flows (except

introduces the system models. In Section Ill, we develop t,”e two c?QWSh ogglnz;ted from and hdes%ned.for' itself). As
Markov chain-based theoretical framework and derive «:iose! ustrated in the Fig. 2, we assume that thenaintainsn — 1

form expressions for both the expected delivery delay aad tiﬂd'v'dual queu<|aqs at |ts| buflfler, one Ioc(;al-qudelée for ztg;rm h
expected delivery cost. We provide extensive numericalltes the messages that are locally generated and destined for the

in Section IV and conclude this paper in Section V. node D, andn — 2 parallel relay-queues for storing messages
pap destined for othen — 2 nodes (excluding the node and D).

Il. SYSTEM MODEL For a tagged flow, when the sour¢e encounters some

We consider a delay tolerant network withmobile nodes. N°de (sayf) (rather than the destinatio), the S have
We assume that two nodes are able to communicate wWi§P choices: to act either as a source deliveringitecopy
each other only when they are within reciprocal transmissi® Messages in its local-queue, or as a relay delivering to
range. We also assume that the number of bits that can 'BESSages in the relay-queue specified for fheThe former
successfully transmitted during each contact duratioween Choice expedites the delivery process of its own messages
any two nodes is fixed as bits there. (destined for nodd), while the latter improves the message
We further assume that the node inter-meeting times, ie., d€livery process of other flow (destined for nod. It is

time elapsed between two consecutive contacts of a givea ndtptable that a node may become more willing to forward its
pair, are exponentially distributed with inter-meetingeinsity °Wn message rather than that of others when it encounters

\. The validity of this assumption has been discussed §¢™Me node. This kind of selfish behaviors may become much
[17], and it has been demonstrated to be fairly accurate fof"€ Significant when the nodes are operating under both QoS
number of mobility models, like the Random Walker, Randoffauirements (e.g., delivery delay requirements) andggner

Direction, and Random Waypoint [11], [18], [19]. As showrFOnsumption constraints. o ,
in the [17], the inter-meeting intensity can be determined To characterize the impact of this kind of node selfishness
’ on the delivery performance, we assume that each time the

b
Y node S encounters some node (rather thanD), the S will
N O R 1) act as a source with probabiligy(delivering its own messages
A to nodeR), and act as a relay with probability-p (delivering

where R refers to the transmission range of each node andtts R messages destined for no@, 0 < p < 1. In order to
small enough with respect to the network arkar is the mean simplify the analysis, similar to the [13], [14], we assurhatt
relative velocity between nodes and the constast1 (resp. for each flow, the source has only a single message of size
1.368) for the Random Direction (resp. Random Waypoint) bits to deliver to the destination, and thus each message
mobility model. can be successfully transmitted during a contact duration.



I11. M ARKOVIAN ANALYSIS Together with the (6), we have

In this section, we first develop a Markov chain-based
theoretical framework to model the message delivery psces Pr(S(k) <z) = Pr(Si(k) <z [ Si(k) < S2(k))
and derive some related basic results, then proceed toederiv _ Pe(Si(k) <, 81(k) < S2(k)) )

closed-form expressions for the expected delivery delay an B P.(S1(k) < Sa(k))
expected delivery cost.

Since
A. Markov Chain and Related Basic Results

For a tagged flow, the source nodewill deliver out a P.(S1(k) <z, S1(k) < Sa(k))

copy of its message with probabilify when encountering a r _ &0 _ u

relay node, and a relay node will forward this message with /O bi(k)e bl(k)tdt/t ba(k)e "M du

probability 1 — p when encountering the destination node. x

If we use the number of message copies in the network Z/ by (ke (1R TP2(EDt g

(including the one at the source node) to denote a transient 0 by (k)

state, the whole message delivery process can be modeted wit = m (1 - e*(bl(’“”b“"'))m) (10)
1 2

an absorbing CTMC (Continuous Time Markov Chain). Since
the source nod# can deliver copies of its message to at mosf, 4
n—2 distinct relay nodes, the corresponding CTMC is a finite-

state absorbing CTMC. We illustrate the transition diagafm b1 (k)

the Markov chain in the Fig. 3, where the statedenotes Er($1(k) < S(k)) = by (k) + ba() tn
the absorbing state, i.e., the destination nddeuccessfully
receives the message. Substituting the (10) and (11) into the (9), it follows the
For a general transient state 1 < k < n — 1, it may (5). It's easy to further verify that the (5) also holds foeth
transit to statek + 1 and stateA with a rate ofb; (k) and case that =n — 1. [ |
bo(k), respectively, where If we denote byp, (k) and p,(k) the transition probability
_ from statek to k£ + 1 and that from staté to A, respectively,
bi(k) = (n —k —1)pA @) from the (2), (3) and (4), we can see that
by(k) = (k — kp+p)A ®)
Thus, for statek, the rate of transiting back to itseb{ k) pi(k) = bilk) _ (n=k=1p (12)

b(k) np—2kp+k
ba (k) k—kp+p
b(k) = (np — 2Kp + K)A @ k) = 305 = i (13)

If we denote byS(k) the overall sojourn time inside a
general transient state, 1 < k£ < n — 1, then we have the
following lemma.

Lemma 1:For a general transient state 1 < k <n — 1,
the sojourn timeS (k) follows an exponential distribution with
mean; ', i.e.,

can be given by

We further assume that when the Markov chain in the
Fig. 3 enters the absorbing state there are in totalV,
message copies in the network. Notice that g message
copies include (resp. exclude) the copy at the source (resp.
destination) node. Thus, we have the following lemma.

b(k)’ Lemma 2: The pdf (probability distribution function) oW,
P.(S(k) < z) =1 — e~ (np=2kpth)Az (5) can be given by
Proof: Since there are two outgoing transitions from state PN, ) (n—2)!-p*=(k — kp + p) (19)
k,1 <k <n-—1,i.e., the transitions to statet+ 1 and to state r\iVd = F) = ; )
=ae o (n— k= 1)t TTi_, (np — 2jp + )

A, we further assume that when in statethe Markov chain
either transits to state+ 1 after timeS; (k) or transits to state
A after time Sy(k). Thus, the overall sojourn tim&(k) can
be determined as

wherel <k <n—1.

Proof: Given N, = k, we can see that the last transient
state before the Markov chain gets absorbed is the &tdte,
the Markov chain becomes absorbed along the path2 —

S(k) = min{S; (k), So(k)} (6) 3—---—k— A Thus, we have
As indicated by the (2) and (3), th&i(k) and Sa(k) k=1
follow an exponential distribution with me% and bg—}k) P.(Nyg=k)= H p1(4) - p2(k) (15)
respectively, i.e., j=1

Pr(Si(k) <z)=1—e " (7)  Substituting the (12) and (13) into the (15), it follows the
Pr(Sy(k) < z) =1—e b2k (8) (14) after some basic algebraic operations. [



:b(n : b,(2) : %: :b(kﬂ n2):

B b b(a) bk, b(k+1> b,
D
b=(n-kpA b, (K=(kkp+p)

Fig. 3. Transition diagram of the Markov chain for the twgpheelay with node selfishness. For a general transient &tatke corresponding transition
rates are listed at the bottom part of the figure.

B. Expected Delivery Delay and Expected Delivery Cost where

k

With the' help of the Markov chaln. framework and the F(s.k) =E{e” > S0)s | Ny =k} 1)
related basic results, we proceed to derive closed-formesxp
sions for the expected delivery delay and the expectedatglivthe (18) follows by conditioning on thév;, and the (19)
cost in this subsection. We first introduce here the follgvinfollows after substituting théTy |n,—x) = Zf 15(4).
definitions for the delivery delay and delivery cost. Notice that in the (20), as th®,.(N; = k) Is given by the
Definition 1: For a message at some source ngfjethe (14), the only remaining issue for derivation of tfig(s) is
delivery delay of this message is the time elapsed betweaen th derive thef(s, k).

time when theS starts to transmit this message and the time Since theS(1), S(2), ..., S(k) in the (21) are mutually
when the destination nodP receives this message. independent, we have

Definition 2: For a message at some source ncétjethe &
delivery cost of this message here is regarded as the total f(s, k) = HE{efS(j)-S} (22)

number of transmissions this message takes to arrive at the
destination nodé.

Notice that delivery cost includes the last transmissiomfr where
the sourceS (or some relay) to the destinatidn. We denote E{Q—S(j)-S}
by T; andCy the delivery delay and delivery cost, respectively. S "
Thus, we have the following theorems about thgr,;} and :/ e T b(j)e PV de (23)
E{Cal: )
Theorem 1:The expected delivery delal{7T,;} can be = T (24)
determined as s+ b(j)
el Ey and the (23) follows after substituting the (5). Substitgtthe
E{Td} _ Pr(Nd — k - (16) (24) into the (22), we have
2 2 S
where theP, (N, = k) andb(j) are given by the (14) and (4), Fls, k) = H (1 + b(T)) (25)
respectively.
Proof: We denote byL.(s) the Laplace-Stieltjes trans- From the (17) and (20), we can see that
form of T, s > 0, thus we have n—1 df(s, k)
E{Ts} =Y P(Na=k)- (- — (26)
ds s=0
: where
Since
(_ df(s, k) )
L(s) = E{fe™ """} ds  ls=0

n—1 : _ k 1
— S EB{e T [ Ny=k}-P(Na=k)  (18) = (Z(Hb(‘;)) 2{)(13) I1 ,(HWS@) )

k=1 Jj=1 1=1,i#] °=0
n—1 & (27)
= S Efem 2= 59 | Ny = k} - Po(Na = k) K 1
=y (28)
a9 =
_ nz_:l Fls,k) - Po(Ng = k) (20) and the (27) follows after substituting the (25).

Substituting the (28) into the (26), it follows the (16).m

o



Theorem 2:The expected delivery co®t{C,} can be de-
termined as

—— =300 2=0.101
..... n=100 2=0.051

n—1 = n=160 4=0.084

(n =21 pFH (K — Kp + hp)
E{Cu} =
{Ga} kzzl(n—k—1)!-H§’:1(np—2jp+j>

Proof: As indicated by the Lemma 2, the Markov chain
will become absorbed from statewith probability P, (N, =
k). Notice that when the chain arrives at the state — 1
transmissions in total are taken. Plus the last transnmigsam
statek to A, we can see that when the Markov chain gets o T o 02 0s 0r 0n oo dr o o 1o

absorbed from statg, the corresponding delivery cost is also Probability, p
k. Thus, theE{C,} can be given by

(29)

Expected delivery delay, E{ 74} ()

(&) E{Ty} vs.p

n—1
E{Ca} =) k- P(Ng=Fk) (30)
k=1 140 —— =300 1=0.101
after substituting the (14), it follows the (29) after sonsesic % I R el
algebraic operations. ] 1004

804

IV. NUMERICAL RESULTS

60+

In this section, based on the Markov chain-based theotetica
framework, we proceed to quantify the delivery performance
of the two-hop relay with node selfishness, and explore how

204 ‘/. K

Expected delivery cost, E{Cyg}

20 — T

the probabilityp will affect both theE{T,} and theE{C,}. 0
. . . 0.0 0.1 0.2 03 04 05 0.6 0.7 08 09 1.0
As indicated in the (1), the paramet@r corresponds to Probability, p
the contact rate between any two mobile nodes. In order
to examine the delivery performance under a wide range of (b) E{Cq} vs.p
network scenarios, we adopted in total four different sg#tiof Fig. 4. Delivery delay and delivery cost vs. probability

A (contacts/hr) here, i.e. A = 0.37, 0.101, 0.051 and0.084.
The setting thah = 0.37 practically corresponds to nodes with
transmission range equal 50m moving at a speed uniformly varies with thep. Specifically, wherh) < p < 0.5, the E{C,}
spread in[0.5,2.5] m/sec according to the random directiorincreases up slowly; while gsvaries beyond 0.5, thB{C;}
(random waypoint) model in a square area of 1 km side lengises up sharply. Combining with the symmetric property of
(circle of radiusX km) [13]. The settings thah = 0.101, E{7,} observed from the Fig. 4a, we can see that when
0.051 and 0.084 [14] are obtained by average statistics of0, 0.5], a higherp value achieves a smaller delivery delay but
the Cambridgetrace dataset [21] using the calculation methodnavoidably results in a higher delivery cost.
introduced in [22]. We further proceed to study how the number of nodes
We first explore how theE{T,} and E{C,;} vary with will affect the E{T,;} and E{Cy}. With the X fixed as\ =
the probability p and summarize the corresponding result$37, we consider three settings of(p = 0.1, 0.3 and 0.5)
in the Fig. 4. As shown in the Fig. 4a, for all the threand let then varies from 20 to 300. As shown in the Fig. 5a,
network settings there, as thevaries from 0 to 1, thé&{T,} the E{T,} decreases quickly with the. For example, when
first monotonically decreases down from the achieves the p = 0.1, the E{T;} of n = 200 is 0.705 hr, which is nearly
minimum value ap = 0.50, and then monotonically increase$).57 times that of the = 50 (1.245 hr); regarding the setting
up to the 1. For the settings thah = 0.101, 0.051 and thatp = 0.3, the E{T};} of n = 200 is 0.483 hr, which is
0.084, whenp = 0 (p = 1) we have aE{T,} of 9.901 hr, nearly 0.54 times that of the = 50 (0.895 hr). This property
19.608 hr and 11.905 hr, respectively; wherp = 0.50, a can be interpreted as that the increasing:gfrovides more
minimum E{7,} of 1.350 hr, 4.440 hr and 2.175 hr is chances for the source nodeto deliver out copies for its
achieved, respectively. A further careful observation loé t message and thus results in a smaller delivery delay.
Fig. 4a indicates that th&{T,} is symmetric with the line  We can see from the Fig. 5b that, for all the settings of
p = 0.50, i.e., theE{Ty} achieved at the valug is the same p (p = 0.1, 0.3 and 0.5) there, theE{C,;} monotonically
as that of the valug — p. increases up with the. It is further noticed that the sensitivity
The Fig. 4b illustrates the relationship between B{e”;} of the E{C,} also varies with thep, i.e., theE{C,} of a
and the probabilityp. It's easy to observe that, thB{C;} biggerp value is much more sensitive to the variationsnof
monotonically increases from 1 t§ as thep varies from O For example, as the varies from 20 to 300, th&{Cy} of
to 1. A further careful observation of the Fig. 4b indicates = 0.1 increases from 2.098 to 7.404 by a factor of nearly
that the sensitivity (increasing tendency) of tB¢C,} also 3.53 times; while for the setting = 0.5, the E{C,} increases
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