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Abstract—Delay tolerant networks (DTNs) are sparse and [10]-[12] are two typical routing choices. The message de-
highly mobile wireless ad hoc networks, where no contempora- |ivery process under the epidemic routing is similar to the

neous end-to-end path may ever exist at any given time instant, g5 of infectious diseases [13], [14], where a mobilesnod
and thus the “store-carry-forward” kind of schemes becomes ! !

a natural routing option. A lot of models have been proposed carrying the message keeps on infecting any other r_10de it
to analyze the unicast performance of such routing schemes in meets by sending out a message copy, and the newly infected
the DTNs, while few works consider the multicast scenario. In node will also behave similarly to infect other nodes. Hipal
this paper, we develop a general continuous time Markov chain- the destination node receives the message when it enceunter
based theoretical framework to characterize the complicated n infected node. In the two-hop relaying algorithm [10R}[1

message deIivery process of_the DTN multicast s_cenarios, base he message delivery process is divided into two phasekeln t
on which analytical expressions are further derived for both g yp P

the expected delivery delay and expected delivery cost. The Phase 1, the source node delivers a message copy to each relay
developed theoretical framework is general in the sense that: node it meets; in the phase 2, one of the relay nodes carrying
1) it can be used to analyze the DTN multicast performance the message copies delivers the message to the destination.
under the common “store-carry-forward” routing schemes; 2)  gince the source node will directly transmit the message to

it can also be used for the common mobility models; 3) it the destinati ht o tunit .

covers some available models developed for the DTN unicast as € deslination once such fransmission oppor UI_’II y a"ﬁes .
special cases. We then apply the theoretical framework to expler the message travels at most two hops to reach its destination
the delivery performance of two popular routing schemes, the  Currently, a lot of models have been proposed to analyze the

epidemic routing and the two-hop relaying. routing performance of the DTN, like the ODE (ordinary dif-
ferential equation) model developed for the epidemic rati
[9], and the Markov chain models developed for the two-hop
Delay tolerant networks (DTNs) are sparse and highhglaying [15]-[19]. One common limitation of these models
mobile wireless ad hoc networks without infrastructureeveh is that they are developed for the unicast scenario, so we can
two mobile nodes can transmit with each other only when thewt apply them to analyze the DTN routing performance under
are within reciprocal transmission range. Since the trassmmulticast scenario. Since the multicast is also an impoértan
sion opportunities between nodes come up and down franaffic pattern for the future DTNs [20], in this paper we
time to time, no contemporaneous end-to-end path may edevelop a general theoretical framework to analyze the DTN
exist at any given time instant [1]-[3]. The traditional teu routing performance under the multicast scenarios.
based routing schemes fail in the DTNs, as they need toThe main contributions of this paper are summarized as
establish a route path from the source to the destination dotlows.
require the simultaneous availability of a number of links.  « We develop a general and continuous time Markov chain-
The “store-carry-forward” kind of routing schemes, which  based theoretical framework to characterize the compli-
relies on the mobility of nodes and sequences of their ctsitac  cated message delivery process of the DTN multicast
to compensate for lack of continuous connectivity and thus scenario. The developed framework is general in the
enables messages to be delivered from end to end, becomes sense that: it can be used to analyze the DTN multicast
a natural option for the DTN [4]-[6]. One common feature  performance under the common “store-carry-forward”
of these routing schemes is to employ multiple relay nodes routing schemes, and can also be used for the common
and disseminate a message copy to each relay [3], [7]. Since mobility models. Our framework can also cover the
multiple relay nodes in the network will carry the copies of  available models developed for the DTN unicast under
a message and the destination node can receive the messagethe two-hop relaying [15]-[18] as special cases.
from any of them, the overall delivery performance is im- « Based on the Markov chain theoretical framework, ana-
proved. lytical expressions of both the expected message delivery
Among the “store-carry-forward” class of routing schemes, delay and expected message delivery cost are then derived
the epidemic routing [8], [9] and two-hop relaying routing  for the packet delivery performance analysis under the
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multicast scenario.
i) 7

« We further adopt the epidemic routing and the two-hop ’0("'"):"” - ,‘ﬂ,.
relaying as examples to illustrate how the packet delivery @ @

performance analysis of a specified routing algorithm rz('lf)i i)
. — Rl case ' H
can be' performe_d based on our theoretl.cal framework. ...
Extensive numerical results are also provided to explore o _ — _
(a) Transition diagram with < j < k— (b) Transition diagram withy =

how the number of relay nodes and the number
of destination nodeg: will affect packet the delivery - ) ) N
performance there. T o e
The rest of this paper is outlined as follows. Section b2 (i,j) denote the transition rates of state j) under the RI case and the
introduces the system models. In Section Ill, we develop tlR case. respectively.
continuous time Markov chain-based theoretical framework
and derive analytical expressions for both the expecteig-del
ery delay and the expected delivery cost under the epidemic

routing and the two-hop relaying. We provide extensive nume [N this section, we first develop a general Markov chain-
ical results in Section IV and conclude this paper in Section based theoretical framework to characterize the complitat

message delivery process for the multicast in DTNs, then
Il. SYSTEM MODELS apply it to derive the expected delivery time and the expkcte
Throughout this paper, we consider a DTN with one sourakelivery cost for both the epidemic routing and the two-hop
node, k£ destination nodes, and other— 1 relay nodes. In relaying.
such a network, only the source node has traffic to deliver
the k destination nodes, and a destination node will not he
forward its received traffic; the relay nodes have no traffic t It is observed that one common feature of the “store-carry-
deliver or receive and thus will act as pure relays. forward” routing schemes is to employ intermediate relay
We assume that all the + k& nodes move within a closed hodes for message delivery. Based on this observation, we ca
region according to the commonly adopted mobility modefenote by(i, j) a transient state during the message delivery
such as Random Walk model, Random Direction model 8focess, where theand; denote the number of infected nodes
Random Waypoint model. Each node has limited transmissiiicluding the source node but excluding the destinatiafesp
ranger such that the network is sparse and disconnected. ﬁj}d the number of infected destination nodes at the current
any two nodes, they can communicate to each other only wHéRe instant, respectively. Then we can see that i < n
they are within reciprocal transmission range, and the rimtnd0 < j < k — 1. Notice that since staté,k — 1) denotes
of bits that can be successfully transmitted during eaciacon that there are already — 1 infected destination nodes, we
duration between them is fixed asbits there. can further denote bya,t) an absorbing state that the last
We further assume that the occurrence of the contacts lgstination node gets infected from statek —1), 1 <t <n,
tween any node pair follows Poisson distribution, i.e.,ribee i.€., the last transient state before absorption is gtate—1).
inter-meeting times (the time elapsed between two consecut For each transient statg, j), it may transit into different
contacts of a given node pair) are exponentially distributd€ighboring states, which depend not only on the number of
with inter-meeting intensity)\_ This assumption has beeninfected destination nodes, i.e., the Valuejpbut also on the
validated in [21] and demonstrated to be fairly accurateafortransmission cases, which are defined as follows.
number of mobility models, like the Random Walk, Random « (RI Case) Relay node Infected, i.e., a new relay node gets
Direction and Random Waypoint, and it has also been widely the message in the transmission either from the source

k—1

1. M ARKOVIAN ANALYSIS

0. A Markov Chain-based Theoretical Framework

adopted in the literature, like the [15]-[19], [22]-[25]. node or from some other relay node.
As shown in the [21], the inter-meeting intenskXybetween « (DI Case) Destination node Infected, i.e., a new desti-
any node pair can be determined as nation node gets the message in the transmission either
\ ver 1 from the source node or from some relay node.
A @) As shown in the Fig. 1, for a general transient state)

wherer refers to the transmission range of each node andtiere, it may transit to staté + 1, j) with transition rate
small enough with respect to the network arga is the mean 71(7,j) under the RI case, and transit to staigj + 1) (resp.
relative velocity between nodes and the constanat1 (resp. (a,i)) with transition ratery(i, j) under the DI case when
1.368) for the Random Direction (resp. Random Waypoinf) < j < k& — 1 (resp. whenj = k£ — 1), and transit back to
mobility model. itself with ratery(i, 7). Thus, it is easy to see that

In order to simplify the analysis, similar to the [15]-[18], . . o
[22], [23], we assume that the source has only a single messag ro(t,5) = —r1(i,7) = r2(i.J) 2)
of size w bits to deliver to thek destinations, and thus Based on the above definitions of transient states and ab-
the message can be successfully transmitted during a ¢ontarbing states, and the transition diagram of a generaigan
duration. state(i, j) illustrated in the Fig. 1, the complicated message



C0 D+ 2,0 > were a0 D> Ci#1,0 > >eee 00 instant when the source starts to transmit this message and

. i i i i the time instant when the last destination node amongkthe
\ v v v v destination nodes receives the message.
: C G DL D @ We denote byT, the message delivery delay. Now we
: : : proceed to derive the expected message delivery d&{ay }
based on the above Markov chain theoretical framework.

Cj o—C2j (i (it > nj O If we further denote by matril® = (pi;)+n)x(3+n) the
one-step transition matrix of the finite-state absorblrny:mte-
‘ .‘ H.‘ .' - time Markov chain (referred to as DTMC from now on)
Q> embeddedust before the jump times of the CTMC in the

: : : : Fig. 2, according to the absorbing Markov chain theory [26],

aa then we have P:<Q R) ©

0 I

v v v v v
where matrixQ = (p;;)sxp (i, j € [1, ]) defines the one-step

transition probabilities among transient states in the [ZTM
matrix R = (ps.¢)sxn (s € [1,0], t € [1,n]) defines the one-
Fig. 2. lllustration of the finite-state absorbing CTMC. Fech transient StEP transition probabilities from transient states toosthisg
state, only the transitions under the Rl case and DI casealadied, and the states in the DTMC, and matrikis the identity matrix of size
transition back to itself is not shown for simplicity. n x n.

For the DTMC embedded in the CTMC of Fig. 2, we further

. . ) ._denote by matriXN = (N (4, j)) sx 3 the fundamental matrix of
dehvgry process can be characterized by a two-dmensm% DTMC. Notice that basedﬁgr? the Markov chain theoretical

— > Rlcase e » DI case

of transient states and absorbing states. We illustratértie- be regarded as the mean time it takes the chain in Fig. 2 to

state al;sorbing CT';]AC in thehFig 2. h | become absorbed when the chain starts from state 1 (i.te, sta
For the CTMC;’ own in the Fig. 2, there are in tofa (1,0)). If we denote byt;; the number of visits to staté
transient states where before absorption given that the chain starts from stated, a
B=n-k (3) denote bys;; the sojourn time in stateduring thej;, visit to

statei. According to the Markov chain theory [26], then we
and n absorbing states. All thesé + n states are arrangedhave
into k£ + 1 rows, with & rows of transient states:(states per

row) plus one row of absorbing states. For the convenience of 8 s
reference in the following derivations, we now number thése E{T,} Z Z sii}
transient states sequentiallyB2, .. ., 8, in a left-to-right and i=1
top-to-down way, and also number theseabsorbing states 3
sequentially ad, 2, ..., n, in a left-to-right way. = ZE{th} E{si;} 7)
From the chain structure illustrated in the Fig. 2, we can =1
see that a transient state with index (sequence nunlférx B 1
t < (3), corresponds to transient stgie;), where = Z —N(1,4) - m (8)
=1
o (ttill)%n +1 “) where the (7) follows after applying the Wald’s identity cin
i=1 | (5) thety; is independent from thgs;;}, the (8) follows after
" substitutingE{t,;} = N(1,7) andE{s;} = — .

In the following sections, we will base on these sequence|f we further denote by (of sizel x ) the initial probability
numbers to index a transient state or an absorbing statea Feector with all entries equal to zero except the first entrgnt
general transient stat@,j) with index ¢, without incurring the (8) can be reorganized as
any ambiguity, we will also adopt the notations of(t),

ro(t) andro(t) to represent the, (i, ), r2(,5) andry(i, j), E{Ta} = —e-N-ro ©)
respectively. whererg = (1/79(1),1/r9(2),...,1/r0(0)
. According to the Markov chaln theory [26] the fundamental
B. Expected Message Delivery Delay matrix N can be further determined as
Before deriving the expected message delivery delay, we N=(I-Q)! (10)

first formally define the message delivery delay as follows.
Definition 1: For a message at the source node, the messag€ombining the (9) and the (10), we can see that in order
delivery delay is defined as the time elapsed between the titoederive theE{T,}, the only remaining issue is to derive the



matrix Q of size 8 x 3 which defines the one-step transitiorD. Derivations of the MatrixQ and Matrix R

probabilities among neighboring transient states in the (6 According to the (3), it is challenging to directly derivesth
matrix Q and R for the general settings of and k. Similar
- . ‘to the [12], we derive the matriQ andR in a blocking way.
Before deriving the expected message delivery cost, we firsiy tice that for the Markov chain in the Fig. 2, the transi§on

formally define the message delivery cost. happen only among the transient states of the same row or

Definition 2: For a message at the source node, the messag hboring rows. Based on this observation, the mafix
delivery cost is defined as the total number of transmissioe&n be defined as ’

it takes the message to be received by all khdestination -

C. Expected Message Delivery Cost

nodes. Q Q /
We denote byC, the message delivery cost, and now we Q Q
are ready to derive the expected message deliveryR{@s} }. o
Recall that the absorbing state, ;) (i € [1,n]) denotes that Q- Q Q (13)
t

the last destination node receives the message from(stéate

1). It is further noticed that every time a new node (a relay . .
node or a destination node) gets infected, i.e., receives th Qr_» Q}€72
message either from some relay node or from the source node, Qr_1

one transmission is consumed. Thus, it is easy to see tH%tre the_ block (sub-matrixiQ, (t € [0,k — 1]) of size
- . k-

when the network is under the statgk — 1), there are in d h Iy babilit
total i + k£ — 2 transmissions consumed. Together with the <" corresponds o the one-step transition probabilities

transmission taken to deliver the message to the last déstin dmong transient states of thg row of the DTMC, while the

: : lock Q; of sizen x n corresponds to the one-step transition
node, e can see that f th_e Markov chain k_)ecomeg absorbegrlgbabilities from transient states of thg, row to transients
state(a, i), the corresponding message delivery costis—1.

Letb,; be the probability that the DTMC will be absorbed i aes Of et + L)e, row of the DTMC. The (13) indicates

the absorbing state with index (sequence numpét) < j < r}?h:ttllr:)gkrggr t:ngg',v fhg;z matriQ, we just need to derive

n), i.e, state(a, j), given that the chain starts in the transien o ¢ O . y
o . ; Derivation of -matrix Qq: L n heij-

state with index (1 < ¢ < ), i.e., state(i—1)%n+1, | =L ]), erivation of sub-matrix Qq: Let Qu(i, j) denote theiy

and let matrixB = (b;;)sxn, then according to the Markov 2::3 gfféhecz:#bb-;ng;[\r/ﬁ%;,j € [1,n], then the non-zero
chain theory [26], we have k

T1 (Za t)
Tl(i,t) —+ Tz(i,t)
Derivation of sub-matrix Q,: Let Q, (i, j) denote theij-

entry of the sub-matrixQ;, i, € [1,n], then the non-zero
entry of Q, can be given by

B=N-R 1) Qii+1) =

whereN is the fundamental matrix of the DTMC and tiiRe
is the matrix of size3 x n defined for the one-step transition
probabilities from transient states to absorbing statethén

if 1<i<n—1 (14)

(6).
Based on the (11) and given that the Markov chain start » _
from state(1,0), the E{C;} can be determined as ro % if1<i<n-—1,
Q,(i,i) = ' ’ o (15)
n 1 if i =n.
E{Ca} = Z(’ +k—1) by (12) Now we proceed to derive the matriR. Similar to the

=1 block-partition of matrixQ, the matrixR can be defined as
Combining the (10), (11) and the (12), we can see that in
order to (_Jlerive th&{C,}, the only remaining issue is to derive R=[Ro, Ry, ..., Ry
the matrixQ andR. ) )
Remark 1:Notice that the Markov chain-based theoreticdl€re the block (sub-matridR; (of sizen x n) corresponds to
framework is general in the sense that: 1) it can be used f8f One-Step transition probabilities from transientesiaif the
the common mobility models, like the Random Waypoint, thigh "W to the absorbing states in the last ravg [0, k — 1].
Random Walk and the Random Direction; 2) the theoretic® (16) indicates that in order to derive tRe we just need
framework and the corresponding derivations of thgr;} O derive the blocksR, there. o N
andE{C,} can be used for the common “store-carry-forward” Derivation of sub-matrix R;: Let R.(i, j) denote theyj-
routing protocols in the DTNs, where the transition rates Gty of sub-matrixR;, 4, j € [1, 7], then the non-zero entry
state(i, j) under the RI case and the DI case, i.e.,ithe, j) ©Of e can be given by
andry(i,7), should be set accordingly.
Remark 2: Our theoretical model covers the available mod- o { _ra(ik=1) if1<i<n-—1,
k71(27z) — ) m(,k=1)+ra2(ik—1)

1" (16)

els developed for the two-hop relay with unicast [15]-[18] a 1 if i = n.
special cases by setting= 1. a7)



Notice that from the Markov chain in the Fig. 2, we havand E{C2""} the expected delivery delay and the expected
R:=0when0 <t <k -—2. delivery cost under the two-hop relaying, respectively.
o ) Recall that in the Fig. 1, for a general transient state
E. Derivations of the MatrixN (i,j) there, we denote by (i,j) and r(i,j) the general
If we denote the matrif — Q asG, so we haveN = G~'. transition rates of statdi,j) under the RI case and the
Based on the structur® in the (13), the matrixG can also DI case, respectively. All we need to do is to define the
be defined in a similar block-partition structure. &k, } and specific transition rates; (i, j) andrs(4, j) for the two routing
{G,} denote the main diagonal blocks and the upper diagorshemes.
blocks of the matrixG, respectively, then we have We first consider the epidemic routing. For a general state
(i,4), if we denote byri" (i, j) its transition rate under the RI
1—Qi(i, ) if i = case, denote by4" (i, j) its transition rate under the DI case
o ! (18) and denote by-y" (i, ) its transition rate back to itself, then

Gt(zaj) = {

, —Qt(i»j) otherwise. the v (i, §), 47 (i, j) andry" (i, j) can be determined as
The following two lemmas indicate that the matiX can (i, 5) = (n —4)iX (22)

be calculated based on sub-matri¢e€s; '} and {G,}. ur (i A — (ke — )i\ 23
Lemma 1:Each main diagonal blocks; of matrix G has rfw(l_’J_) (k= J)i o (23)
an inverse matrixG, !, where theij-entry G, (i, j) of the o’ (6,7) = —(n+k —i—j)iA (24)

1 .
G, can be given by After substituting the (22), (23) and (24) into the (9), (14)5)
and (17) instead of the general(i, 7), r2(i,5) andro(i,5),

0 if i> 7, it then follows theE{T}"} andE{CY"}.
Gt_l(i,j) = 1 if i =7, (20) Similarly, for a general transient statg j) under the two-
I Quls, s +1) otherwise. hop relaying, if we dentzte _brg_F{h."(i,j) its transition rate under
the RI case, denote by"" (i, j) its transition rate under the DI
wheret € [0,k — 1] andi, j € [1,n]. case and denote by (i, 5) its transition rate back to itself,

Proof: As indicated in the (18), for eacty;, we have then ther?"" (i, j), r3""(i, j) andr3"" (i, j) can be determined
G, = I, — Q,. Obviously, theG, is a square matrix of size as
n x n. Combining with the definitions o€ in the (14), and

that0 < Q(i,i + 1) < 1, we can see that the main diagonal (i, ) = (n—i)A (25)
entriesG,(4,7) = 1, and all of the off-diagonal entries are zero 2T (i, ) = (k — §)i) (26)
except for the upper diagonal entries whé&gg(i,i + 1) < P27 §) = —(n 4 ki — i — i)\ 27)

0. It's easy to see that th&; is invertible and its inverse

matrix G; ' is an upper triangular matrix. After some basiqfer substituting the (25), (26) and (27) into the (9), (14)5)
row operations, it follows the (20). B and (17) instead of the general(i, j), r2(i,j) andro(i, j),
Similar to the [27], we have the following lemma regarding then follows theE{T2""} andE{C3"}.
the fundamental matriN.
Lemma 2:The fundamental matritN = (N ; ), Of the IV. NUMERICAL RESULTS
DTMC can be determined as
Based on the Markov chain theoretical framework de-
L oY veloped in the Section lll, in this section, we proceed to
Nij = G, _ if i =7, (21) analytically evaluate the delivery performance of the epict
(—1)7~(TI’Z7., G 'G,)G;Y,  otherwise.  routing and two-hop relaying.

0 if i > J,

wheres, j € [1, k). A. Parameter Settings
Proof: The proof of Lemma 2 is omitted here, and please’ 9

refer to the [27] for details. ] In order to evaluate the delivery performance of the con-
o ) ) ) sidered two routing schemes in a wide range of network
F. Instantiations for the Epidemic Routing and the Two-hog:enarios, we considered in total three different mobility
Relaying patterns, where the meeting intensity (contacts/hr) is
We now apply the above general theoretical framewosdelected as\ = 0.101, 0.084 and 0.051. Notice that the
to derive the expected message delivery delay and expecsettings of A = 0.101, 0.084 and 0.051 are obtained by
message delivery cost for the epidemic routing and the twaverage statistics of th€Eambridgetrace dataset [28] using
hop relaying. We denote bE{T}"} and E{C%"} the ex- the calculation method introduced in [20]. As indicatedhe t
pected delivery delay and the expected delivery cost und@), the parametek which corresponds to network scenarios
the epidemic routing, respectively, and denote BY77*"}  with other mobility patterns can also be easily calculated.
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B. Performance Analysis the E{C3""} (and thus the gap between tRC%"} and the

We first explore how the expected delivery delay under tHe{C3""} increases with thex). Combining with the Fig. 3a,

epidemic routing and the two-hop relaying, i.e., (RET¥"} Wwe can see that for the epidemic routing, the delivery delay
and E{72""} vary with the number of relay nodes With performance advantage over the two-hop relaying comes with
the k fixed ask = 10, we let then vary from 20 to 140, the sacrifice of delivery cost performance. Since in the-real
and summarize the corresponding theoretical results in therld DTNs each mobile is usually power-limited, a careful
Fig. 3a. As shown in the Fig. 3a, under all the settings\of trade-off between the delivery delay performance and the
there, both théE{T%"} and E{T?""} monotonically decrease delivery cost performance should be made when deciding
with the n. This can be interpreted as that as théncreases the routing schemes. Also, a further performance compariso
up, there are more available relay nodes helping forward thetween the epidemic routing and the two-hop relaying is

message, which will improve the message spreading speed Bagded. For example, for the caselof 0.051 in the Fig. 3a,
thus shorten the message delivery delay. It is also obseryBg E{T7""} of n = 120 is 4.30 hr, which is 3.21 times
that for any givenn there, a bigger\ (and thus a higher the E{7/"} of n = 120 (1.34 hr); while in the Fig. 3b,
meeting intensity between any node pair) can always lead téhg E{Cj"} of n = 120 is 118.18, which is 3.54 times the
smallerE{T"} (or E{T2""}). A further careful observation E{C3""} of n = 120 (33.36).

of the Fig. 3a indicates that under the same network setting\We proceed to explore how tiewill affect the E{7*"} and
the epidemic routing can always achieve a smaller expecte@72""}. With then fixed asn = 60, we let thek vary from5

delivery delay than the two-hop relaying. This can be aftel  to 25, and summarize the corresponding results in the Fig.

to the reason that under the two-hop relaying, only the sourss shown in the Fig. 4a, under all the settings\ahere, both
node is allowed to infect a new relay node, which wilthe E{T}¥"} andE{T?""} monotonically increase with the.
necessarily slow down the message delivery speed. A further careful observation of the Fig. 4a indicates tiia,
The Fig. 3b illustrates the relationship between the exggectE{72""} is much more sensitive to the variation bfthan
delivery cost and the. It is observed that, both thB{C4"} the E{T%"}. For example, whem = 0.101, the E{T?""} of
and E{C2""} rise up almost linearly with the:, but the k = 15 is 3.32 hr, which is nearlyl.25 times that ofk = 5
E{C}"} is much more sensitive to the variation afthan (2.66 hr there); while theE{T}"} of k = 15 (1.31 hr) is only

4a.



1.18 times that ofk = 5 (1.11 hr). [15] R. Groenevelt, P. Nain, and G. Koole, “The message deiayabile ad

The Fig. 4b shows the impact of theon theE{C’Z;T} and hoc networks,”Performance Evaluatigrnvol. 62, no. 1-4, pp. 210-228,

2hr . . : October 2005.
E{C3""}. Itis easy to observe that, similar to the Fig. 3b, bothg A A Hanbali, A. A. Kherani, and P. Nain, “Simple modelst fthe
the E{C%"} and E{C2""} also increase up almost linearly ~ performance evaluation of a class of two-hop relay protgtaisProc.
with the k. A further careful comparison between the Fig. 4 _ IFIP Networking 2007. )

d the Fig. 3b indicates that however the behavior [)1T7] A. A. Hanbali, P. Nain, and E. Altman, “Performance of ad inetworks
an 9. ' ! with two-hop relay routing and limited packet lifetime,” Maluetools
E{C¥%"} and E{C3""} with the k is totally different from 2006.
that with then. As indicated in the Fig. 4b, the curve of[18] A. Panagakis, A. Vaios, and I. Stavrakakis, “Study obitop message

. . spreading in dtns,” inViOpt, April 2007.
the E{CZIH} shares almost the same slope with that of tr[?Q] X. Zhang, H. Zhang, and Y. Gu, “Impact of source countedtmrouting

E{C2""} and the gap between tf&{C%"} and theE{C2%""} control under resource constraints,” iobiOpp February 2010.
almost remains 39 since = 15. [20] W. Gao, Q. Li, B. Zhao, and G. Cao, “Multicasting in deltylerant
networks: a social network perspective,” MobiHoc 2009.
V. CONCLUSION [21] R. Groenevelt, “Stochastic models in mobile ad hoc neka®drPh.D.

) ) ) dissertation, University of Nice Sophia Antipolis, Aprid@5.
In this paper, we developed a general continuous ting2] M. Karaliopoulos, “Assessing the vulnerability of duata relaying

Markov chain based theoretical framework for the DTN schemes to node selfishnesiEE Communications Lettersol. 13,
no. 12, pp. 923-925, December 2009.

mU|t'Ca§t performance mOdel'.ng’ based on which analytiGak; v | p. Hui, D. Jin, L. Su, and L. Zeng, “Evaluating thpact of social
expressions were further derived for the expected message selfishness on the epidemic routing in delay tolerant netsyotEEE

delivery delay and the expected message delivery cost. We Sommunications Lettefs/ol. 14, no. 11, pp. 10261028, November

then applied this framework t_O anf_ilytica”_y explore thd\dﬁy [24] E. Altman and F. D. Pellegrini, “Forward correction amaiifitain codes
performance under the epidemic routing and the two-hop in delay tolerant networks,” ilNFOCOM, 2009.

relaying. Our results indicate that the delivery cost ofhbot25] E. Altman, F. D. Pellegrini, and L. Sassatelli, “Dynamiontrol of
coding in delay tolerant networks,” iINFOCOM, 2010.

routing schemes rises almost l'nearl_y W'th the number ?56] C. M. Grinstead and J. L. Snellntroduction to Probability: Second
relay nodesn (or the number of destination nodé3, and Revised Edition American Mathematical Society, 1997.

the meeting intensity\ will affect only the message delivery[27] J. Liu, X. Jiang, H. Nishiyama, and N. Kato, “Two-hop relavith
erasure coding in manets,” 2011, technical report 201103@dline].

speed but the message delivery cost. Available: http://distplat.blogspot.com
[28] P. Hui, J. Crowcroft, and E. Yoneki, “Bubble rap: soeised forward-
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