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Abstract—One of the challenging roadblocks stunting the development and commercialization of mobile ad hoc networks (MANETs), is the lack of a thorough understanding of the fundamental performance limits in MANETs. Distinguished from available works which mainly focused on deriving order sense scaling laws of the delay performance in MANETs and usually assumed a localized transmission range, this paper examines the MANET packet delay from a much more detailed perspective. Specifically, we assume for each node a general transmission power control such that the transmission range can be flexibly adapted and adopt a generalized two-hop relay with limited packet redundancy for packet routing. For a tagged traffic flow in the MANET, we first develop a theoretical framework based on two correlated FIFO queues to fully characterize the complicated packet delivery process. Then for any feasible traffic input rate there, we derive closed-form expressions for the corresponding expected end-to-end packet delay. Extensive simulations are further conducted to validate our theoretical results.

I. INTRODUCTION

The mobile ad hoc network (MANET) is a kind of self-autonomous wireless network, which consists of pure mobile nodes communicating with each other via wireless links without any infrastructure support or centralized administration. As it is highly robust to single point of failure and can be rapidly deployed and reconfigured, the MANET has drawn a lot of interests from both the academia and industry with many promising applications, such as the daily information exchange, disaster relief, military troop communication, etc, and thus becomes an indispensable component among the next generation networks [1].

However, the lack of a thorough understanding of the fundamental performance limits in MANETs, such as the packet delay, throughput capacity, etc, remains a challenging roadblock stunting the wide applications of such networks. Such a basic understanding should provide insight to improve network design and performance optimization, and thus serve as an instruction guideline for the engineering of future MANETs, just like the Shannon capacity has done for the engineering of point-to-point and multiuser channels.

So far, extensive order sense scaling laws have been reported for the delay performance in MANETs under various mobility models, like the $\Theta(n \log n)$ delay under both the random walk model [2] and the restricted mobility model [3], the $O(n)$ delay under the independent and identically distributed (i.i.d.) mobility model [4], and the $\Theta(n^{1/2}/v(n))$ delay under the Brownian motion model where $v(n)$ is the node mobility velocity [5]. Later, Lin et al. [6] also considered the Brownian model and showed that the delay there is $\Omega(\log n/\sigma^2_n)$ where $\sigma^2_n$ is the variance parameter of the Brownian model. More recently, Sharma et al. [7] examined the packet delay in a $n^2 \times n^2$ cell-partitioned network, and showed that the two-hop delay is $\Theta(n)$ for $0 \leq \beta < 1/2$ and $\Theta(n \log n)$ for $\beta = 1/2$ under a family of discrete random direction models, while the delay becomes $\Theta(n)$ for $\beta < 1/2$ and $\Theta(n \log n)$ for $\beta = 1/2$ when a family of hybrid random walk models are considered.

Although these order sense results are helpful for understanding the growth rate of delay performance in a MANET as the network size $n$ tends towards a particular value or infinity, they tell little about the actual end-to-end packet delay there. It is also noticed that all the above delay results are derived under the classic two-hop relay [8] or its variants and assume for each node a localized transmission range, i.e., $r = \Theta(1/\sqrt{n})$.

In this paper, we study the MANET packet delay from a much more detailed perspective. Specifically, each node adopts a general transmission power control such that the transmission range can be flexibly adapted and follows a generalized two-hop relay with limited packet redundancy for packet routing.

The main contributions of this paper are summarized as follows.

- We develop a theoretical framework based on two correlated FIFO queues to fully characterize the complicated packet delivery process of a tagged traffic flow in the challenging MANET.
- For any feasible traffic input rate, we derive closed-form expressions for the corresponding expected end-to-end packet delay under any given setting of transmission range and packet redundancy limit.
- Extensive simulations are conducted to validate the new theoretical framework, which indicates that our theoretical framework can efficiently capture the expected end-to-end packet delay behaviors in the considered MANET.
The remainder of this paper is outlined as follows. Section II introduces the system assumptions, a transmission-group based MAC scheme and the routing scheme adopted in this paper. In Section III, we develop a theoretical framework and derive closed-form expressions for the expected end-to-end packet delay. We provide numerical results and model validation in Section IV, and finally conclude the paper in Section V.

II. MAC SCHEME AND ROUTING SCHEME

A. System Assumptions

Similar to [5], in this paper, we consider a time slotted system and assume the network as a two-dimensional unit torus with \( n \) nodes moving independently inside. The network is further evenly divided into \( m \times m \) cells and nodes move among these cells according to the ideal i.i.d. mobility model [4]. At the beginning of each time slot, each node randomly and independently selects a destination cell from these \( m^2 \) cells and stays in it for a whole time slot. We consider a limited channel bandwidth scenario where the total number of bits that can be successfully transmitted during a time slot is limited and normalized to one packet here.

We consider the permutation traffic pattern widely adopted in previous studies [9], where each node has a locally generated traffic flow and we assume it is a Poisson stream with average rate \( \lambda \) (packets/second). Similar to the [10], we consider a general node transmission range in this paper, where each node is assumed to employ a power level so as to cover a set of cells with horizontal and vertical distances of no more than \( v - 1 \) cells away from its current cell, \( 1 \leq v \leq \lfloor \frac{m+1}{2} \rfloor \). The protocol interference model with guarding factor \( \Delta \) is adopted here to account for the interference among simultaneous transmissions [11].

B. A Transmission-group Based MAC Scheme

Similar to [12], we consider a transmission-group based MAC scheme.

Definition 1: A transmission-group is defined as a subset of cells, where any two of them have a vertical and horizontal distance of some multiple of \( \alpha \) cells away and all the cells there could transmit simultaneously without interfering with each other.

In order to support as many simultaneous transmissions as possible, \( \alpha \) should be set as small as possible. As shown in Fig. 1, suppose during some time slot node \( V \) is scheduled to receive a packet from some transmitting node, while the node \( K \) in another active cell of the same transmission-group is transmitting to other node. According to the interference mode [11], in order to ensure the successful reception at \( V \), we only need to ensure that the transmission of \( K \) will not interfere with the reception at \( V \).

Suppose \( V \) is at a relative distance of \((x, y)\) cells away from its transmitter, where \( x \) and \( y \) denote the horizontal distance and vertical distance, respectively, \( x, y \in [-v+1, v-1] \). Using a derivation similar to [13], the parameter \( \alpha \) can be determined as

\[
\alpha = \min\{v+\sqrt{2(\Delta+1)^2}v^2-(v-1)^2, m\}
\]  \hspace{1cm} (1)

C. Routing Scheme

We consider a generalization of the classic two-hop routing scheme with f-cast (2HR-f) [4], \( 1 \leq f \leq n-2 \), where each packet waiting at the source is replicated to at most \( f \) distinct relay nodes and should be received in sequence order at the destination. Without loss of generality, we focus on a tagged flow and denote its source and destination by node \( S \) and node \( D \), respectively.

Under the 2HR-f routing scheme, each locally generated packet \( P \) is labeled with a sequence number \( SN(P) \) by the source node \( S \), and the destination node \( D \) also maintains a request number \( RN(D) \) such that each packet is accepted in their sequence order. Every time a node is selected as the transmitter in an active cell, it will conduct the "source-to-destination" transmission if its destination node is inside the one-hop transmission range; otherwise, it will first randomly select a node from all its one-hop neighbors as the receiver, then conduct the "source-to-relay" transmission or "relay-to-destination" transmission with equal probability [14].

III. EXPECTED END-TO-END PACKET DELAY IN MANETS

A. A General Theoretical Framework

Lemma 1: For a given time slot and a tagged flow, we denote by \( p_1 \) and \( p_2 \) the probability that node \( S \) conducts a source-to-destination transmission and the probability that node \( S \) conducts a source-to-relay or relay-to-destination transmission, respectively. Then we have

\[
p_1 = \frac{1}{\alpha^2} \left\{ \frac{t - m^2}{n-1} - \frac{(m^2 - 1)^n - (t - 1)n + 1 - m^2}{n(n-1)} \right\}
\]  \hspace{1cm} (2)

\[
p_2 = \frac{1}{\alpha^2} \left\{ \frac{m^2 - t}{n-1} \left( \frac{n}{m^2} - 1 \right) \left( m^2 - (m^2 - 1)^{n-1} \right) - \left( \frac{m^2 - t}{m^2} \right)^{n-1} \right\}
\]  \hspace{1cm} (3)

where \( t = (2v - 1)^2 \).
Proof: The basic probability \( p_1 \) can be determined as

\[
p_1 = \frac{1}{\alpha^2} \left\{ \sum_{j=0}^{n-2} \binom{n-2}{j} \left( \frac{1}{m^2} \right)^j \left( \frac{m^2-1}{m^2} \right)^{n-2-j} \frac{1}{(j+2)m^2} \right\} + \sum_{j=0}^{n-2} \binom{n-2}{j} \left( \frac{1}{m^2} \right)^j \left( \frac{m^2-1}{m^2} \right)^{n-2-j} \frac{4\nu^2 - 4\nu}{(j+1)m^2} \right\}
\]

Similarly, the basic probability \( p_2 \) can be determined as

\[
p_2 = \frac{m^2 - (2\nu - 1)^2}{m^2 \alpha^2} \left\{ \sum_{j=1}^{n-2} \binom{n-2}{j} \left( \frac{1}{m^2} \right)^j \left( \frac{m^2-1}{m^2} \right)^{n-2-j} \frac{1}{j+1} \right\} + \sum_{j=1}^{n-2} \binom{n-2}{j} \left( \frac{4\nu^2 - 4\nu}{m^2} \right) \left( \frac{m^2-(2\nu-1)^2}{m^2} \right)^{n-2-j} \right\}
\]

After applying some basic algebraic operations, (2) and (3) follow from (4) and (5), respectively.

Lemma 2: For a tagged flow, suppose that the source node \( S \) is delivering copies for some packet \( P \) in the current time slot, the destination node \( D \) is also requesting for the \( P \), i.e., \( SN(P) = RN(D) \), and there are already \( j \) \((1 \leq j \leq f + 1)\) copies of \( P \) in the network (including the original one at the \( S \)). For the next time slot, we use \( p_1(j) \) to denote the probability that node \( D \) will receive the \( P \), use \( p_2(j) \) to denote the probability that node \( S \) will successfully deliver out a copy of \( P \) to some new relay (if \( j < f \)). Then we have

\[
p_1(j) = p_1 + j - 1 \frac{1}{2(n-2)} p_2
\]

\[
p_2(j) = \frac{n-j-1}{2(n-2)} p_2
\]

Proof: Given that there are already \( j \) copies of packet \( P \) inside the network, we know that the source node \( S \) has delivered \( j - 1 \) replicas of the packet to \( j - 1 \) distinct relay nodes. In the next time slot, the destination node \( D \) will either directly receive \( P \) from node \( S \) or receive \( P \) from some relay, say node \( R \). Notice that the probability that node \( D \) receives the packet \( P \) from node \( S \) is \( p_1 \), and the probability that node \( D \) receives \( P \) from the relay node \( R \) is \( \frac{p_2}{2(n-2)} \). Since \( R \) can be either one of the available \( j-1 \) relay nodes, and also notice that the events that node \( D \) receives \( P \) from node \( S \) or other relay nodes are mutually exclusive and independent, by summing the probabilities of these \( j \) events up, the (6) follows.

Similarly, given that there are already \( j \) relay nodes carrying the \( P \), in the next time slot node \( S \) may deliver out a new copy of \( P \) to any one of the remaining \( n - 1 - j \) nodes. Since these \( n - 1 - j \) events are also mutually exclusive and independent, and the probability that node \( S \) delivers out a copy to a single node is \( \frac{p_2}{2(n-2)} \), the probability that node \( S \) will deliver out a new copy for \( P \) can then be determined as \( \frac{n-1-j}{2(n-2)} p_2 \). We complete the proof for the Lemma 2.

A general packet under the 2HR-f routing may experience the following two correlated FIFO queues, i.e., the local queue at the source node \( S \) and the virtual queue at the destination node \( D \). As shown in Fig. 2, the local queue at the \( S \) stores the locally generated packets while the virtual queue at node \( D \) stores the sequence numbers of those packets not received yet by node \( D \), and a new entry \( SN(P) \) is put to the end of the virtual queue whenever a packet \( P \) is moved to the head-of-line of the local queue. In the local queue, every time \( S \) finishes the copy distribution for the head-of-line packet, \( S \) moves it out of the queue and moves ahead the remaining packets waiting behind it; while in the virtual queue, every time node \( D \) receives a packet whose sequence number equals to the head-of-line entry, i.e., \( RN(D) \), node \( D \) moves the head-of-line entry out of the virtual queue and moves ahead the remaining entries.

Based on the definition of the two correlated FIFO queues, the delivery process of a general packet \( P \) can be defined by an automatic feedback control system [13]. Suppose that there are \( k \) copies of \( P \) in the network when the destination node \( D \) starts to request for the \( P \), \( 1 \leq k \leq f + 1 \), then the packet dispatching process at the \( D \) and the packet receiving process at the virtual queue can be defined by two finite-state absorbing Markov chains shown in Fig. 3a and Fig. 3b, respectively. After some derivations similar to that in [14], the following lemma follows.

Lemma 3: For packet \( P \) of the tagged flow, suppose that
there are \( k \) copies of \( P \) in the network when the destination node \( D \) starts to request for the \( P \), \( 1 \leq k \leq f + 1 \). If we use \( X_S(k) \) and \( X_D(k) \) to denote the corresponding service time of packet \( P \) at the \( S \) and the \( D \), respectively, then we have

\[
\mathbb{E}\{X_S(k)\} = \begin{cases} 
\frac{1}{\mu_0} + \sum_{i=1}^{k-1} \frac{1}{\mu_{i+1} + \mu_{i+2}} 
\left(1 + \psi_{j-1} \phi_1(k, j)\right) & \text{if } 1 \leq k \leq f, \\
\sum_{i=1}^{f} \frac{1}{\mu_{i+1}} & \text{if } k = f + 1.
\end{cases}
\]

(8)

\[
\mathbb{E}\{X_D(k)\} = \begin{cases} 
\frac{1}{\mu_0} + \sum_{j=1}^{f-k} \phi_2(k, j) 
\sum_{i=1}^{f} \frac{1}{\mu_{i+1}} & \text{if } 1 \leq k \leq f - 1, \\
\frac{1}{\mu_{f+1}} & \text{if } k = f,
\end{cases}
\]

(9)

where
\[
\phi_1(k, j) = \prod_{t=1}^{j} \frac{P_2(k + t - 1)}{P_1 + P_2(k + t)}
\]
and
\[
\phi_2(k, j) = \prod_{t=1}^{j} \frac{P_2(k + t - 1)}{P_1 + P_2/2}
\]

B. Expected End-to-End Packet Delay Analysis

With the above theoretical framework, we present here an analytical study of the expected end-to-end delay in MANET with the general transmission range control (by \( v \)) and packet redundancy control (by \( f \)). We first introduce the following definition about the expected end-to-end delay.

**Definition 2:** The end-to-end delay of a packet is defined as the time it takes to reach the destination after it is locally generated at the source. The expected end-to-end packet delay is obtained by averaging over all packets of the \( n \) traffic flows in the long term, and without incurring any ambiguity, it is called the packet delay for brevity.

Notice that the end-to-end packet delay includes not only the packet delivery delay[5], but also the packet queuing delay at the source. If we denote by \( T_e \) the end-to-end packet delay, then we have the following theorem.

**Theorem 1:** For a cell partitioned mobile ad hoc network where nodes move according to the i.i.d. mobility model, each node could transmit to the cells which have a horizontal and vertical distance of no greater than \( \psi(x) \) cells away from its current cell, \( 1 \leq v \leq \lfloor \frac{\psi(x)}{\psi(x)} \rfloor \), and it follows the 2HR-\( f \) scheme for packet routing, \( 1 \leq f \leq n - 2 \). If we denote by \( \mu \) the per node (flow) throughput capacity (i.e., the network scheme for packet routing, \( \psi(x) \)) and redundancy parameter \( \lambda \), then the expected end-to-end packet delay \( \mathbb{E}\{T_e\} \) can be determined as follows:

1) if the throughput capacity \( \mu \) is determined as \( \mu = \frac{1}{\mathbb{E}\{X_S(1)\}} \) under the given parameters \( v \) and \( f \), then we have

\[
\mathbb{E}\{T_e\} = \frac{\rho}{1-\rho} \mathbb{E}\{X_S(1)\} + \mathbb{E}\{X_D(1)\}
\]

(10)

2) if the throughput capacity \( \mu \) is determined as \( \mu = \mathbb{E}\{X_D(f+1)\} \) and \( \mathbb{E}\{X_S(f+1)\} \leq \mathbb{E}\{X_D(f+1)\} \) under any given parameters \( v \) and \( f \), then we have

\[
\mathbb{E}\{T_e\} = \frac{\mathbb{E}\{X_D(f+1)\}}{1-\rho}
\]

(11)

where \( \rho \) is the system load and \( \rho = \lambda/\mu \).

**Proof:** According to the Theorem 1 in [13], the throughput capacity \( \mu \) of the considered MANETs can be determined as

\[
\mu = \min \left\{ \frac{1}{\mathbb{E}\{X_S(1)\}}, \frac{1}{\mathbb{E}\{X_D(f+1)\}} \right\}
\]

(12)

Without loss of generality, we focus on a newly generated packet at node \( S \), say packet \( P \). We can see that the end-to-end delay of packet \( P \), i.e., \( T_e \), consists of the following three parts:

- the **queuing delay** at the local queue, i.e., the time elapsed between the time slot when \( P \) is locally generated at node \( S \) (i.e., when \( P \) is put to the end of the local queue) and the time slot when \( P \) is moved to the head-of-line of the local queue, we denote this part by \( W_S(P) \);
- the **queuing delay** at the virtual queue, defined as the time elapsed between the time slot when the packet sequence number \( SN(P) \) is put to the end of the virtual queue (i.e., when node \( S \) starts to deliver copies for the \( P \)) and the time slot when the entry \( SN(P) \) is moved to the head-of-line of the virtual queue, we denote this part by \( W_D(P) \);
- the **service time** at the destination node \( D \), defined as the time elapsed between the time slot when \( D \) starts to request for the \( P \) (i.e., when the entry \( SN(P) \) is moved to the head-of-line of the virtual queue) and the time slot when node \( D \) receives \( P \), we denote this part by \( X_D(P) \).

From the above discussion, obviously we have

\[
\mathbb{E}\{T_e\} = \mathbb{E}\{W_S(P)\} + \mathbb{E}\{W_D(P)\} + \mathbb{E}\{X_D(P)\}
\]

(13)

We first derive (10). According to (12), if the throughput capacity \( \mu \) is determined as \( \mu = \frac{1}{\mathbb{E}\{X_S(1)\}} \) under the given transmission range parameter \( v \) and redundancy parameter \( f \), we can see that on average, node \( D \) starts to request for each packet when there is only one copy of the packet in the network, i.e., node \( D \) is requesting for the packet \( P \) when node \( S \) starts to deliver copies for packet \( P \). Thus, we have

\[
\mathbb{E}\{W_D(P)\} = 0
\]

(14)

\[
\mathbb{E}\{X_D(D)\} = \mathbb{E}\{X_D(1)\}
\]

(15)

Since the service time of each packet at the local queue is mutually independent and has a mean value of \( \mathbb{E}\{X_S(1)\} \), in order to simplify the analysis, we use M/M/1 FIFO queue to approximate the queuing process at the local queue. Thus, the \( W_S(P) \) can be determined as

\[
W_S(P) = \frac{\rho}{1-\rho} \mathbb{E}\{X_S(1)\}
\]

(16)

where \( \rho = \lambda/\mu \).

Substituting (14), (15) and (16) into (13), it follows (10).
Regarding the case that \( \mu = \frac{1}{E[X_D(f+1)]} \) and \( E[X_S(f+1)] \leq E[X_D(f+1)] \), according to the Lemma 5 in [14], we can see that nearly each packet is received at the \( D \) when there are \( f+1 \) copies of the packet in the network, and the copy distribution process is always faster than the packet reception process. Thus, we have

\[
E[W_S(P)] = 0 \tag{17}
\]

\[
E[X_D(P)] = E[X_D(f+1)] \tag{18}
\]

Similar to the above, we treat the waiting process of the entry \( S_N(P) \) at the virtual queue as a M/M/1 FIFO queuing for simplicity. Then we have

\[
E[W_D(P)] = \frac{\rho}{1-\rho}E[X_D(f+1)] \tag{19}
\]

Substituting (17), (18) and (19) into (13), it follows the (11), which then finishes the proof.

IV. NUMERICAL RESULTS

A. Simulation Setting

We developed a specific network simulator in C++ to simulate the packet delivery process in a 2HR-f MANET, which is now available at [15]. Similar to the settings in [16], the guard factor \( \Delta \) here is fixed as \( \Delta = 1 \). Besides the i.i.d. mobility model, we also implemented the simulator for the popular random walk model and random waypoint model, which are defined as follows:

- **Random Walk Model** [2]: At the beginning of each time slot, each node either stays inside its current cell or moves to one of its eight adjacent cells. The decision regarding its mobility action is independently and randomly made by each node, and thus each moving action happens with the same probability 1/9.

- **Random Waypoint Model** [17]: At the beginning of each time slot, a two-dimensional vector \( \nu = [\nu_x, \nu_y] \) is independently and randomly generated by each node, where the values of \( \nu_x \) and \( \nu_y \) are uniformly drawn from \([1/m, 3/m]\). The node then moves a distance of \( \nu_x \) and \( \nu_y \) along the horizontal direction and the vertical direction, respectively.

B. Theoretical vs. Simulation Results

Extensive simulations have been conducted to verify the developed theoretical models regarding the expected end-to-end packet delay. The results of two network scenarios \((n = 64, m = 8)\) and \((n = 256, m = 16)\) are presented (the other scenarios can be easily obtained by our simulator as well [15]). For each network scenario, we examine two simulation settings of \( f \) and \( \nu \), i.e., \((f = 3, \nu = 4)\) and \((f = 3, \nu = 1)\) for network scenario \((n = 64, m = 8)\), \((f = 6, \nu = 6)\) and \((f = 6, \nu = 1)\) for network scenario \((n = 256, m = 16)\), where simulation settings of \((f = 3, \nu = 4)\) and \((f = 6, \nu = 6)\) and simulation settings of \((f = 3, \nu = 1)\) and \((f = 6, \nu = 1)\) correspond to the Case 1 and the Case 2 discussed in Theorem 1, respectively.

The comparisons between the simulated results and theoretical ones under the two network scenarios are summarized in Figs. 4 and 5, respectively. Notice that all the simulation results of the expected end-to-end packet delay are reported with the 95% confidence intervals.

Figs. 4 and 5 show clearly that under both the network scenarios, our theoretical models can accurately characterize the packet delay performance of the considered 2HR-f MANETs. For the simulation settings of Case 1 (resp. Case 2) under the two network scenarios, the theoretical expected end-to-end packet delay in Fig. 4a and Fig. 5a (resp. Fig. 4b and Fig. 5b) matches nicely with the simulated ones there.

It is further observed from both Figs. 4 and 5 that, as the system load \( \rho \) increases up and approaches 1 (i.e., the traffic input rate \( \lambda \) approaches the throughput capacity \( \mu \)), the packet delay there rises up sharply and becomes extremely sensitive to the variations of \( \rho \). The skyrocketing behavior of packet delay as \( \rho \) approaches 1 serves as an intuitive validation for the throughput capacity \( \mu \).

It is interesting to notice that in Figs. 4 and 5 as \( \rho \) varies from 0.1 to 0.9, for both the two simulation settings there the simulated packet delays under the random walk model and the random waypoint model have very similar behaviors with that under the i.i.d. mobility model. This indicates that, although
our theoretical model is developed for the expected end-to-end delay under the i.i.d. model, it could also be used to nicely capture the varying tendencies of the end-to-end delay under the random walk and random waypoint models.

V. CONCLUSION AND FUTURE WORK

In this paper, we have investigated the end-to-end delay of a mobile ad hoc network adopting general node transmission range control (by $v$) and packet redundancy control (by $f$). In particular, after modeling the packet delivery process with two correlated FIFO queues, we derived closed-form expressions rather than order sense ones for the expected end-to-end delay under any feasible traffic input rate. Extensive simulations were conducted to verify the developed theoretical packet delay results. It’s interesting to notice that, although our theoretical model was developed for the ideal i.i.d. mobility model, the theoretical delay results also matched nicely with that under the random walk and random waypoint models.

As indicated by our theoretical framework, the complicated packet delivery process in a 2HR-$f$ MANET with power control can be defined by two correlated FIFO queues (with parameter $k$, $1 \leq k \leq f + 1$), where the network can be stable with any value of $k$ under the general settings of $f$ and $v$. The closed-form results regarding the expected end-to-end packet delay in this paper were derived for any feasible traffic input rate under two simple cases where the network will become stable at $k = 1$ and $k = f + 1$. Therefore, one of our future research directions is to extend our theoretical models to analyze the expected end-to-end packet delay under other settings of $f$ and $v$ which make the network stable at $2 \leq k \leq f$.
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