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ABSTRACT

Recently, since many kinds of wireless devices have been
widely used and a large amount of contents is available on
the Internet, a network system that provides adequate ser-
vices anytime and anywhere is required. In this research,
we focus on satellite networks using mass storage devices
to provide the above mentioned services. In this kind of
network, multiple satellites are used to cover the whole sur-
face of the earth, and each satellite is equipped with a mass
storage device. By using mass storage devices, the satellite
network can manage a high buffer capacity to handle large
amounts of data. However, no routing method has been de-
veloped for such kind of satellite network that can utilize the
storage devices and manage the large amount of data in the
network effectively. In this paper, we propose a novel rout-
ing scheme for the efficient utilization of the mass storage
on satellites to mitigate network congestion. The proposed
method is analyzed mathematically. The numerical results
validate the effectiveness of our proposed method.
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In recent years, the widespread use of wireless devices
such as smart-phones and tablets makes it possible to eas-
ily access to Internet anytime and anywhere. Together with
the development of technologies, the demands for using high
quality services have been quickly increased. For example,
uploading large data such as high quality videos became
more common. Using cloud computing to share and manage
data has been also more popular. The total amount of data
communicated in Internet may reach to several zettabytes.
One more reason for the increase of network load is the de-
velopment of Machine-to-Machine (M2M) that enables ma-
chines to connect and share data with others more easily. It
leads to higher requirements for contemporary networks.

Terrestrial networks consist of ground-based stations. And
thus, in the areas having no station such as seas or moun-
tains, we cannot use the networks. Similarly, in the disaster
areas where the stations have been broken, the networks
cannot be used. For example, after the great earthquake
in March 2011 in Japan, many people have suffered from
the lack of communications. Therefore, the next generation
networks need to not only handle a large amount of data
but also provide easy Internet access to users anytime and
anywhere. Because of these factors, satellite networks have
attracted much attention.

Particularly, we focus on the satellite networks using mass
storage devices [1]. In this kind of networks, each satellite
can keep big amount of data in the storage and provide high
quality services to many people. Satellite networks provide
worldwide communication environment since they have wide
coverage and the advantages of simultaneous transmissive
communication. In disaster areas, we can use them instead
of the destroyed ground network systems. The satellite net-
works using mass storage devices are considered as a good
candidate for next generation network systems to manage
large amount of data. However, in the previous researches on
routing method for the satellite networks using mass storage
devices, there are not any methods efficiently utilizing the
network and the storage devices. Therefore, in this paper,
we propose a new routing method which utilize the mass
storage devices on the satellites in order to manage high
amount of data in the satellite networks. We also analyze
the utilization of the links with mathematical expressions.
Moreover, we confirm the effectiveness of our proposed rout-
ing scheme and the correctness of the analysis on the link
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Figure 1: An example of a constellation constructed
by LEO satellites using mass storage devices.

utilization by using numerical calculations.

The remainder of this paper is organized as follows. Sec-
tion 2 describes general satellite constellations and the ex-
isting routing methods for satellite networks. The proposed
routing method and the analyses regarding the link utiliza-
tion are introduced in Section 3. The numerical results are
presented in Section 4. Finally, this paper is concluded in
Section 5.

2. SATELLITE CONSTELLATIONS AND EX-

ISTING ROUTING METHODS

2.1 General satellite constellations

Satellites are generally categorized into Low Earth Or-
bit (LEO), Medium Earth Orbit (MEO), and Geostation-
ary Earth Orbit (GEO) satellites according to their alti-
tude [2] [3]. Each satellite constellation has different ad-
vantages [4] [5]. In these constellations, we take particular
note of LEO satellite constellations for their lower delay and
electric power saving aspects. Since they have lower altitude
orbit than GEO and MEO satellites, they can communicate
with small antennas on the ground. As a result, LEO satel-
lites are suitable for mobile communications. However, in
order to cover all over the world, it is necessary to build a
network between LEO satellites. Iridium is a famous LEO
satellite constellation which is a system to provide world-
wide communication environment. It consists of 66 satellites
orbiting 780km high, has a mesh type topology which con-
structs 6 orbits, and has 4 Inter Satellite Links (ISLs) with
adjacent satellites. In this paper, we focus on networks con-
sisting of mesh type LEO satellite constellations and each
satellite has a mass storage device.

2.2 Existing routing method and its shortcom-
ings

In satellite networks, traffic is sent from satellite earth
stations to LEO satellites, and then go through other LEO
satellites to go to the destination. To realize efficient traffic
delivery, the route control of traffic is necessary. Most of
the existing route control methods are implemented based
on the Dijkstra’s Shortest Path (DSP) algorithm, which se-
lects the path whose link cost is minimal. Transmission
delay or hop count is generally utilized as the link cost in

DSP [6] [7]. Since DSP is known as one of the simplest
routing schemes, it has been employed in various networks
including satellite networks. However, traffic distribution on
the earth is very inhomogeneous because users of the net-
work tend to converge to big cities against sea or mountain
areas. The distribution of the amount of generated traffic
is similar to that of population. Thus, much traffic gath-
ers to some LEO satellites covering populated areas. Traffic
congestion causes the decrease in the performance of the
network such as packet drop, throughput degradation, and
the increase of delay. To avoid the congestion, many route
control methods for satellite networks have been developed
based on DSP [8] [9] [10]. As one example, Explicit Load
Balancing (ELB) is proposed as a traffic control method that
can handle acute changes of traffic [11]. In ELB, each satel-
lite constantly measures its queue occupancy as an indicator
of traffic loads. Each satellite also exchanges congestion in-
formation. The traffic detouring is performed depending on
the condition of the traffic load. As a result, when a satel-
lite has heavy traffic load and congestion occurs, its load
is immediately decreased by traffic detouring. Even though
ELB is able to mitigate the congestion at relay satellites,
there has not been any method which can efficiently avoid
the congestion at the destination concentrating high traffic.

In order to come up with a solution for that problem, we
consider satellite networks where each satellite has a mass
storage device. Satellites can save and bring the data when
they orbit the earth. In other words, satellites are able to
deliver a packet to destination without using the link among
satellites. However, an efficient routing method is required
to take such advantage of the embedded mass storage de-
vices.

3. PROPOSED ROUTING METHOD CON-
SIDERING STORAGE DEVICES

We consider a simple scenario as shown in Figure 2 in
order to make a clear explanation for our method. In this
scenario, at first, satellite E covers the area where there
is traffic concentrating. Satellite E has four links among
adjacent satellites. These satellites move together in the
direction of the arrow in Figure 2. After that, the hand-over
from satellite E to satellite A occurs and satellite A moves
to this area as shown Figure 2(b).

3.1 Deterioration of the link utilization

In this section, we propose a new routing method to im-
prove link utilization and avoid network congestion. For
satellite networks, roundabout traffic has negative effects
because it wastefully use links that do not need to be used.
On the other hand, since unnecessary detouring leads to de-
lay, traffic should only use the necessary links. Thus, link
utilization improves when only necessary links are used, and
degrades when wasteful links are used. When much traffic
concentrates on one satellite, the congestion might occur. In
the case of not having storage device, satellites cannot save
packets temporally, and thus adjacent satellites continue
sending packets to the satellite having congestion. In our
new routing method, adjacent satellites reduce the amount
of traffic to the satellite having congestion by detouring or
saving some traffic. Although our routing method is pro-
posed for general cases, in order to keep the simplicity of
the explanation, the proposed algorithm is explained based
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Figure 2: Considered model.

on the above mentioned scenario.

When our new routing method is not applied, the amount
of the traffic from satellite A to E at the time of ¢ is de-
fined by f,(t), and those from B, C, D are defined by f,(t),
fe(t), and fq(t), respectively. t, is the time when satellite
E moves out of the communication range of the destination.
In this research, we only consider the traffic that is sent to
destination through satellite E. The amount of all traffic to
satellite E, F'(t) is expressed as the following equation.

E(t) = fa(t) + fo(t) + fe(t) + fa(t). (1)

We assume that all satellites have the ability to send the
traffic with the amount of Tcapacity to the destination per
time unit. Since satellite E covers the area where there is
much traffic concentrating, it is likely that F'(t) becomes
larger than Tcapacity. If F'(t) is greater than Tcapacity, either
satellite E has to save data to storage device or adjacent
satellites need to reduce the amount of traffic to satellite E.

Firstly, we consider the case where satellite E saves all the
which is over Tcapacity in storage device. When satellite E
moves out of the communication range of the destination at
the time ¢, satellite A covers the area that was previously
covered by satellite E as shown in Figure 2(b). In this case, if
satellite E saved the data in its storage device, it has to send
that amount of data to satellite A using satellite-satellite
links. To prevent using these links, we consider the another
case where adjeacent satellites reduce the amount of traffic
to satellite E by sending that traffic to satellite A before-
hand. Since satellite A saved that data in its storage device,
it can send that data to the destination without using any
more satellite-satellite links. As a result, the link utilization
will be improved. On the other hand, if the traffic from adja-
cent satellites to satellite E is too small, satellite-destination
link cannot be used adequately and it deteriorates the uti-
lization of satellite-destination links. Therefore, it is neces-
sary to maximize the use of the link between satellite E and
destination, and minimize the amount of data that satel-
lite E needs to send to satellite A. It is important to note
that futher describe how adjacent satellites send traffic to
satellite A. Satellite A does not send traffic and save it in

its storage device, but another satellites have to send traffic
to satellite A using satellite-satellite links. Satellite C and
satellite D have to use two satellite-satellite links and satel-
lite B has to use four satellite-satellite links. Obviously, the
amount that adjacent satellites send to satellite A should
change taking into account the positions of the satellites.

When F(t) reaches Tcapacity, satellite E sends signaling
packets to its adjacent satellites. Satellite A which received
this signaling packets reduces the amount of traffic actually
flowing to satellite E to xf,(t), where = represents the ra-
tio of the amount of traffic when our method is applied to
amount of traffic when the method is not applied. * =1
means satellite A sends all traffic with the destination is
satellite E, and x = 0 means satellite A does not send any
such traffic. Similar to satellite A, after receiving signaling
packets from satellite E, satellite C and D reduce the amount
of traffic actually flowing to satellite E to yf.(t) and y fa(t),
respectively. Note that the value of x and y imply all cases
that only satellite E saves data to its storage device, or only
the adjacent satellites reduce the amount of traffic to satel-
lite E, or both. When satellite C and D reduce their traffic,
based on the moving direction of the constellation as shown
in Figure 2, the remaining traffic from satellite C and D
should be detoured to satellite A. After that, satellite A can
save those data and directly send to the destination because
satellite A will cover the area instead of satellite E. The
amount of traffic which satellite C and satellite D detour
to satellite A are (1 —y)fc(t) and (1 — y) fa(t), respectively.
After the adjustment, the amount of traffic which adjacent
satellites actually send, F'(t), becomes the following equa-
tion.

F'(t) = xfa(t) + fot) + y{fe(t) + fa(t)}. (2)
If the adjacent satellites reduce the amount of traffic to satel-
lite E, but F'(¢) is still greater than Teapacity, satellite E
saves the data that cannot be sent to destination. If F’(t)
becomes below Tcapacity after using storage device on satel-
lite E, satellite E sends the data saved in its storage device
to the destination.

3.2 Improvement of the link utilization
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In this section, we compare the link utilization in two cases
of using storage device on satellite E or on satellite A.

We assume that every adjacent satellites of satellite E gen-
erates the same amount of traffic having Gaussian distribu-
tion in terms of time, which is expressed as Eq. 3, where o
is the standard deviations of ¢, and u is the mean of ¢t.

1 (t—p)?

Sy exp ( 557 . (3)
Gaussian distribution has the peak at p, and traffic decreases
gradually from this peak but is limited by zero. The shape

of the distribution depends on the value of o. F(t) and F’(t)
can be calculated as follows.

F(t) = 4f(¢). (4)

F'(t)= (1 +z+2y)f(t). (5)

We consider the case F(¢) becomes larger than Tcapacity,
when satellites need to use storage device. The time when
F(t) becomes over Tcapacity is defined by t1 as shown Fig-
ure 3. This parameter is related to traffic distribution and
Teapacity- As mentioned earlier, adjacent satellites reduce
the traffic to F'(t) at t1. In the case F'(t) becomes over
Teapacity in spite of reducing traffic to satellite E, we call
that time t2. And when F'(t) falls below Teapacity, we call
that time t3. Similar to ¢1, t2 and t3 change with the changes
of traffic distribution and Ttapacity. In addition, t2 and t3
are related to the amount of traffic from adjacent satellites,
which are affected by x and y. According to traffic distribu-
tion, relationship with ¢3 and ¢, is categorized in two types,
ts < tp, and tp < t3. Figure 3 indicates only one case which
is ts < tp.

The amount of data that satellite E has to send to satellite
A after hand-over occurs, Frand, is expressed as follows.

ft) =

tp
Fhand = / {F/(t) - Tcapacity}dt (6)
t2

In Figure 3, Fhand is indicated by the shaded area. When
F'(t) is larger than Tiapacity, satellite E starts to save the

Table 1: parameter settings

casel case2
o 1.0 1.0
m 8.0 9.0
z | 0.00-1.00 | 0.00-1.00
y | 0.00-1.00 | 0.00-1.00

data in its storage device. After F'(t) falls below Teapacity,
satellite E sends the data saved in its storage device. If
the amount of the data that satellite E temporarily saved
is larger than the amount of data that satellite E can send
until the hand-over occurs, Fpqna has a positive value. This
means that satellite E has to send that data to satellite A
after the hand-over. On the other hand, if the amount of
the data that satellite E temporarily saves is smaller than
the amount of data that satellite E can send until hand-over
occurs, Frana has a negative value. In this case, no traffic is
sent from satellite E to satellite A after the hand-over. How-
ever, when satellite E does not use the satellite-destination
links at its maximum, the link utilization between satellite
and destination decreases. As a result, to maximize link
utilization, satellite E should always send traffic with an
amount equal to Tcapacity to the destination, and thus, the
incoming traffic to satellite E is limited such that no traffic
is transmitted from satellite E to satellite A after the hand-
over. This results in a value of Fpanga = 0 . In the next
section, we analyze the existence of x and y that makes
Fhand =0.

4. NUMERICAL ANALYSIS

In this section, we aim to verify the relationship between
the utilization of satellite-satellite links and that of satellite-
destination links. Moreover, we declare the existence of the
optimal amount which adjacent satellites send to satellite E
with some numerical calculation results.

The parameter settings that characterize traffic are sum-
marized in Table 1. In this numerical analysis, Tcapacity 1S set
to 0.5GB. The time period between when satellite E starts
covering the destination to when the hand-over occurs is set
to 10 minutes. We analyze two different cases that are de-
scribed as follows. In Case 1, we set o to 1.0 and u to 8.0,
and the percentage of traffic amount x and y varies from
0.00 to 1.00 with a step of 0.01. If there is a particular
combination of x and y which makes Fjana = 0, it means
that satellite E always send Tcapacity traffic and there are no
traffic needed to send from satellite E to satellite A after
hand-over. In short, we find the optimal combination of x
with y such that the link utilization becomes maximum. In
Case 2, we set o to 1.0 and p to 9.0, and vary = and y in
the same way as the Case 1. By indicating particular com-
bination of x and y which makes Fpoana = 0 using another
parameter, it can be said that the optimal combination of x
and y exists regardless of the traffic.

Figure 4 shows the relationship between the amount of
traffic from adjacent satellites and the storage device uti-
lization of satellite E. Figure 4(a) and Figure 4(b) represents
Case 1 and Case 2, respectively. In Figure 4(a), Fhqng in-
creases with the increase of z and y. In the area with small
z and y, Fhana keep a constant value. In this area, x and
y is too small and F’(t) does not reach Teapacity. In this
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Figure 4: The relationship between the amount of traffic from adjacent satellites and the utilization of storage

device on satellite E.

case, t2 and t3 do not exist, so we can not calculate Frand.
Therefore we use the minimum value of Fhang for Frang in
the area. The plane of F},q,4 crosses zero plane at particular
x and y, which means that the optimal combination exists
and that is the optimum value. Also, in Figure 4(b), the
plane Fjqna crosses zero plane at different value of x and y,
so the optimal combination of x with y exists. These results
show that there is a combination of x and y that makes the
link utilization maximum regardless of the traffic.

5. CONCLUSION

In this paper, we proposed a new routing method for satel-
lite networks using mass storage devices, which is a good

candidate for next generation networks to manage large amount

of data. By applying our new routing method, satellite net-
works can mitigate congestion due to the concentration of
traffic. Furthermore, we analyzed the link utilization of
satellite-satellite and satellite-destination links. From the
analysis of over use of the satellite-satellite links and inade-
quate use of the satellite-destination links, the existence of
the optimal amount of traffic from adjacent satellites to the
satellite having congestion in terms of maximizing link uti-
lization is indicated. Finaly, we showed that the appropriate
routing method achieves to avoid congestion for satellite net-
works without wasteful consumption of network resource.

Part of this research belongs to "Research of communi-
cation control techniques in next generation satellite-routed
sensor system,” supported by National institute of Informa-
tion and Communications Technology (NICT).

6. REFERENCES

[1] Ministry of Internal Affairs and Communications,* 2011
WHITE PAPER Information and Communications in
Japan,“ Part 1, 2011.

[2] J. W. Lee, J. W. Lee, T. W. Kim, and D. U. Kim,
“Satellite over Satellite (SOS) Network: A Novel
Architecture for Satellite Network,” in Proc. IEEE
INFOCOM, pp. 315-321, Nov. 2000.

[3] S. Bayhan, G. Gur, and F. Alagoz, “Performance of
Delay Sensitive Traffic in Multi-layered Satellite IP
Networks with On-board Processing Capability,”
International Journal of Communication Systems, vol.
20, no. 12, pp. 1367-1389, Jan. 2007.

M. Asvial, R. Tafazolli, and B. G. Evans, “Satellite

constellation design and radio resource management

using genetic algorithm,” Communications, IEEE

Proceedings, vol. 151, no. 3, pp. 204-209, Jun. 2004.

[5] Y. Kawamoto, H. Nishiyama, N. Kato, N. Yoshimura,
N. Kadowaki, “A delay-based traffic distribution
technique for Multi-Layered Satellite Networks,”
Wireless Communications and Networking Conference
2012 IEEE, pp. 2401-2405, Apr. 2012.

[6] F. Alagoz, O. Korcak, and A. Jamalipour, “Exploring
the routing strategies in next-generation satellite
networks,” Wireless Communications, IEEFE, vol. 14,
no. 3, pp. 79-88, Jun. 2007.

[7] E. W. Dijkstra, “Note on Two Problems in Connexion
with Graphs,” Numerische Mathematik, vol. 1, no. 1,
pp. 269271, Dec. 1959.

[8] Y. Tada, H. Nishiyama, N. Yoshimura, and N. Kato,
“An Effective Route Control Method on Multi-layered
Satellite Networks,” International Astronautical
Congress, IAC-10.B2.1.5, Prague, Czech Republic, Sep.
2010.

[9] L. F. Akyildiz, E. Ekici, and M. D. Bender, “MLSR: a
novel routing algorithm for multilayered satellite IP
networks,” IEEE/ACM Transactions on Networking,
vol. 10, no. 3, pp. 411-424, Jun. 2002.

[10] C. Chen and E. Ekici, “Routing Protocol for
Hierarchical LEO/MEO Satellite IP Networks,”
Wireless Networks, vol. 11, no. 4, pp. 507-521, Jul.
2005.

[11] T. Taleb, D. Mashimo, A. Jamalipour, N. Kato, and
Y. Nemoto, “Explicit Load Balancing Technique for
NGEO Satellite IP Networks With On-Board
Processing Capabilities,” IEEE/ACM Transactions on
Networking, vol. 17, no. 1, pp. 281-293, Feb. 2009.

[4



	cp-kaneko
	2013-MSWiM-kaneko

