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Abstract

Along with recent advances in mobile networking and portable computing tech-
nologies, there is a trend in the telecommunications industry toward the develop-
ment of efficient ubiquitous systems that can provide a set of bandwidth-intensive
and real-time services to multiple users while supporting their full mobility. Large-
scale deployment of 802.11-based technologies will play an integral part in the
construction of such ubiquitous wireless mobile systems. A challenging task in the
development of such networks is efficient provisioning of QoS-enabled services for
mobile users. In this context, we propose a scheme that constantly monitors the
overall network performance to perform admission control and traffic conditioning
at the 802.11-based access points and mobile terminals. The focus is on service-
level fairness, where different flows from the same traffic class can still receive the
same QoS level even if they have different bit rates. Furthermore, given the mobili-
ty of users, the success of any resource allocation and admission control model
depends on the continuity of QoS guarantees across different WLANS. This article
proposes a dynamic service level agreement negotiation protocol that allows
mobile terminals to perform handoffs between different WLANs while maintaining
the agreed level ofpservice. End users also can change their service levels in
response to changes in network conditions.

transformation of network services is underway

in the telecommunications world. Indeed, triple

play has become the de facto services bundle for

both telecommunications operators and service

providers. The IPTV platform also is emerging as
a framework encompassing all services (voice, TV, and Inter-
net) in an interactive and integrated way. Another trend is the
extension of the range of services through WiFi-enabled set-
top boxes (STBs), enabling end users to access their triple-
play services from laptops with full roaming capabilities. A
likely scenario is one in which a service provider enables its
subscribers to access its services across wireless LANs
(WLANSs) operated (or owned) by the service provider.
Another likely scenario is when service providers establish ser-
vice level agreements (SLAs) with third-party WLAN opera-
tors to extend the range of their services and ultimately,
increase their average revenue per user (ARPU).

A serious challenge to this service mobility concept is the
difficulty of providing efficient and uninterrupted guarantees
of quality of service (QoS), as the services are essentially
QoS-constrained and delivered to a large number of users
roaming over differently loaded wireless networks. In 802.11-
based networks, guaranteeing the same QoS metrics (e.g., loss
rate, mean delay, mean jitter) for all flows belonging to the
same traffic class (TC) is quite a challenging task. Despite
this, maintaining a sustained application-level perceived QoS,

regardless of the bit rate of each individual TC flow, is an
imperative in most existing and forthcoming 802.11 networks
(hotspots) [1, 2]. To achieve sustained QoS guarantees, we
investigate the trade-off between achieving firm QoS perfor-
mance and maximizing network utilization, in order to design
an effective admission control (AC) mechanism.

As will be shown in this article, QoS enforcement can be
addressed by medium access control (MAC)-level adaptation;
however, service/user mobility support, that is, the way in
which a service provider (SP) signals transiting service charac-
teristics to visited WLANSs through SLA agreements is a cru-
cial issue. Current practice in the multimedia services
distribution industry is based on SLA agreements, where both
the SP and an end user agree on the terms of service provi-
sion in terms of QoS metrics. The SLA is composed of a legal
part that states the terms of the service provisioning contract
between a user and an SP and a technical part, the service
level specification (SLS), that describes parameters such as:
service characterization traffic conditioning policies, traffic
class, expected performance of QoS metrics, and so on [3].
These SLA/SLS agreements should be available at all visited
WLAN:S to:

* Enable the service after a user-to-service authentication
process.

* Provide seamless QoS continuity by enforcing the appropri-
ate QoS policies as specified in the SLS.
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M Figure 1. Architecture of the proposed dynamic service negotiation protocol with its key components.

Clearly, the scalability of the protocols used to dynamically
signal SLA/SLS formats between the SP (owner of the transit-
ing service) and the visited networks (WLAN operators) is
critical.

In short, dynamic SLA negotiation is essential for efficient
QoS provisioning in wireless mobile environments. A critical
component is the mechanism to deliver QoS in a network
comprised of many WLANs. We review existing service-level
negotiation protocols and investigate a scalable way to dynam-
ically signal SLSs across WLANS visited by mobile users. Par-
ticular attention is paid to the overhead entailed by the
per-session SLS negotiation procedure. Another important
component addressed here is how QoS metrics performance
thresholds conveyed in an SLA/SLS are effectively enforced at
each WLAN. We emphasize QoS provisioning at the MAC
layer, since this layer is crucial for resource allocation in con-
tention-based mediums such as 802.11-based networks. Effi-
cient resource control and allocation in WLANS is also
important to provide the network operator (NO) with better
means to leverage and broker its underlying resources to SPs.

The article is organized as follows. We present a brief
description of the envisioned network architecture and the
functions of its key components. We briefly discuss the current
service level negotiation mechanisms and propose an approach
that best suits the features of wireless mobile networks. We
discuss issues related to the QoS provisioning in 802.11-based
networks. The article also proposes a QoS enforcement strate-
gy based on QoS metric-driven, MAC-level adaptation and
AC. Finally, we draw some important conclusions.

Architecture Description

This section outlines the key components of the envisioned
network architecture. At the highest level, the SP plays a cen-
tral role in the digital multimedia services distribution chain.
An SP contracts an SLA with its subscriber to define the
terms and conditions of the service delivery process. The SP is
also responsible for negotiating resources with NOs to match
the QoS requirements of provisioned services; for scalability
reasons, this resource negotiation/commitment is usually per-
formed at an aggregate level. Obviously, although the SP is in
charge of service provisioning and activation, a tight coopera-
tion with the NO is required to:

* Better leverage the underlying network resources.

* Be more responsive in accommodating new situations such

as handoffs, network load changes, and so on.

In this regard, the NO is expected to develop effective models
and interfaces to better control its underlying resources (e.g.,
using an AC mechanism) and ultimately, better broker these
resources to third-party SPs.

The components of our targeted network architecture are
depicted in Fig. 1, which portrays the coverage area of a number
of WLANSs forming different domains administrated by different
NOs. Each domain is administered by a global service negotia-
tion manager (GSNM) and an authentication authorization
accounting (AAA) server. The latter is used to verify whether
mobile users are authorized to access requested services; where-
as, the former carries out the whole service negotiation proce-
dure. Upon receiving a service initiation/renegotiation request
from a mobile user, the GSNM uses information about outstand-
ing requests and resource availability to accept or reject requests;
again, this requires interaction with a distributed resource alloca-
tion mechanism deployed at each WLAN. If the request cannot
be satisfied without degrading the QoS of already existing users,
the GSNM may deny the request and send an immediate nega-
tive acknowledgment. Alternatively, a list of available (downgrad-
ed) service levels can be sent with a negative acknowledgment, to
renegotiate a service level with the subscriber.

Generally speaking, QoS provisioning consists of two major
operations: resource allocation and service-level
negotiation/management. The mechanisms by which GSNMs
deny requests or allocate resources for a user rely on QoS met-
ric-driven MAC-level adaptation and resource allocation. QoS
metrics performance bounds, as specified in the original SLS,
are used to assess whether the current WLAN can support a
new service request. Here, an SLS negotiation protocol is used
to enable a-priori QoS commitment negotiation between the
SP and the NO. The SLS negotiation protocol runs in parallel
with other out-of-bound multimedia session signaling/control
protocols, such as real-time streaming protocol (RTSP) and
Session Initiation Protocol (SIP), which also are required.

Dynamic QoS Negotiation for Next
Ceneration Wireless Mobile Networks

The SLS-based QoS negotiation and commitment procedure
(usually called QoS peering) proposed in our approach is slight-
ly different from the one that is usually established between an
SP and an NO [1]. The main difference is in the time-scale of
this QoS peering process. Although resources are usually com-
mitted for longer terms (measured in months) and at aggregate
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levels in large-scale backbone networks, the resources in our
case (large-scale WLANS) are negotiated and committed on a
per-session basis for the lifetime of the multimedia session or
for the roaming time. We still assume that resources are com-
mitted for longer terms in the backbone network.

Current Dynamic SLS Negotiation Approaches

Several recent publications have examined new ways to enable
dynamic service level negotiation between clients and SPs. A
thorough discussion of the advantages and pitfalls of each can
be found in [2]. Traditional examples include the Service
Negotiation Protocol (StNP) and the Common Open Policy
service — service level specification (COPS-SLS) [3]. Original-
ly designed for wired networks, a major issue with these proto-
cols is that they require periodic signaling among network
entities and terminals. When applied to wireless mobile net-
works, this signaling wastes a significant portion of the network
bandwidth, resulting in poor scalability for large-scale deploy-
ment scenarios. To cope with this issue, Dynamic Service
Negotiation Protocol (DSNP) [4] takes into account the con-
straints of the wireless environment on bandwidth and power
and reduces the frequency of signaling messages. The basic
concept behind DSNP operation is an immediate dissemina-
tion of the QoS profile of each user negotiating for a given
service not only to the access point (AP) of the sub-domain
where the user is currently located, but also to all the APs of
adjacent sub-domains. In this way, when this user enters an
adjacent sub-domain, it is immediately served at the same QoS
level with no requirement for additional signaling from the
user. DSNP is tailored to negotiate SLS over IP networks that
ensure proper QoS metrics performance negotiation for end
users and to improve the control of network operators over
their underlying network resources. On the other hand, con-
ventional streaming control protocols, such as RTSP and SIP
are used to initiate and control multimedia sessions and oper-
ate throughout the lifetime of a multimedia session.

Although DSNP is a lightweight protocol and is seen as the
most suitable scheme for dynamic mobile environments, its
application to mobile networks gives rise to a number of
issues. For example, whenever a user subscribes for a service
level, the GSNM should advise its current AP and the neigh-
boring APs of the new service requirements of this subscriber.
This implies that APs should maintain a significantly large
state table of user profiles. In addition, given that in DSNP
there is no mechanism to inform APs when to erase profiles
of departing users, APs must permanently maintain profile
information on all users. This raises doubts about the scalabil-
ity of DSNP when applied to highly dynamic mobile networks.

Proposed Dynamic Service Negotiation Scheme

The proposed dynamic QoS negotiation scheme supports ser-
vice initiation, service negotiation, and service renegotiation
upon handoff. WLANSs are assumed to be equipped with
resource allocation interfaces that allow the SLS negotiation
protocol to check for resource availability in user-visited
WLANES.

Service Initiation or Renegotiation — At initial connection set
up, a subscriber searches for an AP through which it can com-
municate and then sends a service initiation request to the
detected AP. The AP then forwards the message to its corre-
sponding GSNM. Upon consulting its corresponding AAA
server and the WLAN concerned, the GSNM makes the deci-
sion on whether to admit or reject the request. If the request-
ed service level can be guaranteed, the GSNM informs the
subscriber of the successful registration of its required SLS.
This acknowledgment is sent in a negotiation response mes-

sage via the same AP. If the requested SLS cannot be provid-
ed, a negative acknowledgment is sent to the subscriber with a
list of available service levels. The subscriber then notifies the
GSNM of its desired SLS via an SLS negotiation request mes-
sage. A successful negotiation of SLS is acknowledged to the
subscriber via a negotiation response message. After the ser-
vice initiation procedure is finished, the subscriber starts
exchanging actual data traffic.

While using the service, a subscriber may wish to renegoti-
ate a different service level using the same procedure. Service
renegotiation also can be triggered by the GSNM in a proac-
tive way. Indeed, in the case of service performance degrada-
tion, the GSNM may offer privileges to subscribers that agree
to downgrade their current service levels. Note that the flexi-
bility of a subscriber in terms of QoS may be explicitly men-
tioned in the SLS format. Similarly, if sufficient network
resources become available, the GSNM can encourage sub-
scribers to switch to a higher service level to receive better
QoS. The major operations of these service initiation and
renegotiation mechanisms are depicted in Fig. 2a.

Service Negotiation Upon Handoff — When a mobile node per-
forms a handoff to a new AP within the same domain (i.e.,
intra-domain handoff), the mobile terminal issues a service
negotiation request to the new AP. This AP verifies whether the
requested service should be guaranteed by consulting the previ-
ous AP via an SLS confirmation request message. After the
requested SLS is confirmed, the AP informs the mobile terminal
of the negotiation results via a service negotiation response. The
previous AP then erases the profile of the mobile user from its
database, as this mechanism informs APs when to erase profiles
of departing users. APs are thus no longer forced to permanent-
ly store user profiles, which improves the overall scalability of
the system by allowing NOs to further broker their underlying
resources to different SPs. Figure 2b portrays the major opera-
tions of service renegotiation upon an intra-domain handoff.
Although consulting previously used APs about the SLSs of
newly joining users adds a two-hop delay to the service renegoti-
ation latency, this delay can be minimized by adding an encrypt-
ed key to SLSs. Indeed, upon a handoff, a user can send its SLS
to the new AP with a key. The new AP uses this key to authenti-
cate the user and the requested SLS. This is similar to the con-
cept of the distributed system proposed in [3]. In this manner, if
resources are available, the mobile user can immediately start
accessing the requested service with no requirement of confir-
mation from the previous AP.

To further minimize the service negotiation delay, mobile
users can initiate the service negotiation procedure as soon as
they enter the overlapping area between the coverage areas of
the two APs involved.

Performance Evaluation

Having described the details of the proposed dynamic service
negotiation scheme, we now demonstrate via simulation how
the scheme addresses all the aforementioned issues of DSNP.
We conducted a simple simulation using the NS2 network sim-
ulator. We considered a network domain consisting of five APs,
managed by the same GSNM and the same AAA server. The
delay between the wireless gateway and APs was set to 1.5 ms.
The number of mobile nodes roaming in the coverage areas of
the five APs varied between five and 100. All mobile nodes
were assumed to already have initiated their services. Our focus
was on service negotiation upon intra-domain handoff, as this is
the most frequent handoff performed by mobile terminals. The
mobility of each mobile terminal was randomly set. For com-
parison purposes, we used the DSNP [2] scheme and the
encrypted SLS scheme [3] (for further details see [5]).
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W Figure 2. Major operations of the proposed dynamic service negotiation mechanism: a) service initiation or renegotiation; b) service

negotiation upon intradomain handoff.

Although the QoS negotiation delay depends highly on the
underlying network topology, all simulation results indicate
that our proposed scheme exhibits the highest negotiation
delay. Indeed, compared with DSNP, our proposed scheme
incurred an average additional negotiation delay of 6 ms for 5
MSs and 6.6 ms for 100 MSs, respectively. This result was
expected, since the proposed scheme must confirm with the
previous AP before granting a mobile terminal its requested
service level. An alternative solution in wireless environments
would be to make use of the mobility patterns of users to pre-
dict the next AP to which users will attach after handoff.
Then, users could anticipate their service negotiation with the
next point of attachment while they are still connected to their
former AP.

Although the relatively longer negotiation delay is a
drawback of the proposed scheme, its major advantages are
its reduced signaling overhead and its shorter SLS storage
table, as can be deduced from Fig. 3a and Fig. 3b. These
figures show that DSNP requires a high number of signal-
ing messages and causes replication of the users’ profiles at
all APs. This is inefficient as the storage capacity in APs
will be limited and is unrealistic with respect to current
commercial APs. In contrast, our proposed scheme tends to
be more scalable as it reduces the number of signaling mes-
sages and does not require significant storage tables. The
reduced signaling overhead of the proposed scheme is
attributable to the fact that it locally negotiates service
requirements of users, without involving GSNMs upon a
handoff occurrence; whereas, its shorter SLS storage table
is due to its ability to inform APs when to erase the pro-
files of departing users.

A network operator is more concerned about the scala-
bility of SLS signaling/negotiation generated on a per-ses-
sion/per-user basis, although storage is important, too.
The negotiation delay is certainly a critical issue; however,
this may be addressed using a network operator-assisted
handover technique, where the SLS negotiation procedure
is initiated together with the handover signaling hand-
shake.

Sustained QoS Provisioning in 802. 1 1-
based Networks

In contention-based networks (e.g., 802.11), IP-level service
differentiation is not sufficient to efficiently manage the shared
resources, and additional QoS provisioning at the MAC layer
is essential in this respect. For example, in IP-layer differenti-
ated services (DiffServ), all IP traffic classes would be aggre-
gated in a single MAC queue and consequently would receive
the same service level at a MAC layer. Real-time flows would
experience a loss of priority during transmission in WLANS. In
addition, service differentiation at the IP layer basically would
provide scheduling between different traffic classes by deter-
mining the service class to serve at each time instant. But this
service differentiation has only local significance; in certain cir-
cumstances, a high-priority flow from a given station (A) may
obtain the same network access opportunities as a best-effort
flow from another station (B). This is particularly prevalent if
station A is scheduling several traffic classes, while station B is
currently handling only best-effort traffic.

The MAC layer is essential for resource allocation in
802.11-based networks. Resource allocation in 802.11-based
networks is actually determined by the way different traffic
classes handle contention situations; that is, the way different
flows determine the appropriate spacing between consecutive
transmission attempts in different network conditions [6].

Service Differentiation in 802. 1 1-Based Networks

WLANSs should enable a variable number of users with het-
erogeneous QoS requirements to share a common radio chan-
nel. By extending the MAC protocol of a WLAN to provide
several traffic classes (TCs), the NO could fragment its QoS
offer into several levels of guarantees, so as to accommodate
any network configuration in terms of per-class network load.
In this context, the network resources can be fully utilized by
flows from a single TC, or the load can be distributed among
the supported TCs according to the instantaneous per-class
offered load; which ultimately gives more flexibility to an NO
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the network.

in brokering its underlying resources. Depending on the
nature of content coding and the targeted applications (video
conferencing, IP telephony, media streaming, etc.), the multi-
media streams may be mapped into different TCs character-
ized by different guaranteed QoS metric thresholds.

The IEEE 802.11e task group has focused on finding better
QoS mechanisms to support multimedia streams. The 802.11e
standard includes enhanced distributed-channel access
(EDCA), where each node maintains a backoff instance for
each traffic class. During initialization, EDCA assigns static
QoS parameters for each TC. Based on these parameters, the
MAC protocol provides different service levels to each TC.

In the final 802.11e standard amendment [7], the contention
window, CW[i]Jmin/ CW[i]max values, which determine the
backoff ranges (0, CW[i]max) of high-priority TCs has been
narrowed in previous versions of 802.11e drafts and is still
unchanged (e.g., TC3 has a CW range of [0, 15], and TC2 has
a range of [0, 31]). This favors service differentiation in relaxed
network conditions, while severely limiting the achievable
throughput for a few backlogged high priority flows due to an
excessive intra-TC collision rate when the number of flows
increases [6]. The class-specific MAC parameters of EDCA
(CW][i]min and CW[i]max) do not suit many network configu-
rations and are only effective for a reduced number of multi-
media flows. Independently of the network offered load,
certain traffic classes (TCs) may experience degraded perfor-
mance, while other classes experience low contention. This sit-
uation considerably reduces the flexibility of network operators
in maximizing the profitability of their underlying resources.

Resource Allocation in 802. 1 1-Based Networks

In a WLAN, it is crucial to restrict the volume of traffic in
order to maintain the service quality of currently served traf-
fic. If there are no limitations on the volume of traffic that is
introduced to the network, performance degradation results
because of higher backoff times. Effective resource allocation
in IEEE 802.11 is difficult to achieve due to the intrinsic
nature of its carrier sense multiple-access with collision-avoid-
ance (CSMA/CA) scheme. Unlike point-coordinated wireless
networks where bandwidth provision can be managed using

only bandwidth availability information, resource allocation in
802.11 networks requires additional parameters and more
advanced models. For the same overall offered load, the net-
work may exhibit different performance (i.e., availability lev-
els) depending on the number of competing flows and their
respective bit rates. For instance, the network contention level
(collisions) experienced by ten 100-kb/s active flows would be
different from that experienced by two 500-kb/s active flows.

Even though some adaptive CW schemes focus on coordi-
nation between MAC parameters of different flows belonging
to the same TC [6], they still provide access opportunities fair-
ness rather than service-level fairness. In fact, if traffic were
balanced between nodes, achieving fairness between flows
from the same traffic class would require the MAC parame-
ters on different nodes to be harmonized. However, traffic
load is typically unbalanced in real WLAN deployments, with
a large variation in TC volume from one node to the next.

Based on local network measurements, Zai et al. [8] sug-
gest controlling the arrival rate at each station to satisfy a
given threshold in the network, such as minimum throughput
or maximum delay/jitter/loss rate. Their analytical model is
designed to control acceptance of network flows based on a
new metric (channel busyness ratio) and a rate control algo-
rithm — call admission and rate control (CARC). In addition
to its inapplicability to 802.11e-like protocols, where several
traffic classes may simultaneously operate in the network,
CARC tries to find the optimal network utilization (to maxi-
mize the throughput) but barely considers delay fluctuations.

Distributed admission control (DAC) and two-level protec-
tion and guarantee mechanisms [9] are combined to efficiently
address the previously mentioned issues. DAC is a measure-
ment-based mechanism that was considered by the 802.11e
working group. However, the major problem with DAC-based
approaches is that the overall network bandwidth is statically
allocated to different TCs, so that each TC receives a fixed
share of bandwidth that cannot be exceeded. Thus, streams
from a given TC may be rejected while some bandwidth is
underutilized in other TCs. This may severely affect the flexi-
bility of the network operator as it is quite difficult to forecast
the per-TC traffic volume in realistic WLAN deployments.
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One characteristic of contention-based networks is the exis-
tence of a critical trade-off between the achieved network
throughput and the delay guarantees [10]. It is not possible to
fully utilize the network capacity while still satisfying strict
delay requirements of different service classes. Generally
speaking, increasing the throughput of a flow beyond a certain
extent means increasing the enqueueing delays and thus,
probably violating delay constraints. A candidate AC mecha-
nism should enable all possible per-class load distributions as
long as the QoS constraints are not violated.

QoS MefricsDriven MAC-evel Adaptation and

Admission Control

Although WLANs may be augmented with prioritization
mechanisms, they still require an accurate model of
network/service monitoring to effectively perform AC and
traffic conditioning at the network access. In [6], a simple
empirical adaptation model was proposed that reacts to
increased loss rate and accordingly adjusts the CW size to
keep the loss rate of each traffic class within a predefined
maximum threshold. However, results in [8] clearly showed
that delays are, to a certain extent, uncorrelated with loss rate.

Although the loss rate may be controlled, the total delay is an

independent process that depends on the network load and

the mean access delay.

Instead of adapting the CW size based only on collision
events or network conditions, we propose to react to the
achieved QoS metrics performance that provides service-level
fairness regardless of flow bit rates [11]. Our model monitors
several important parameters such as the contention level
(collision ratio) per traffic class, overall network load, MAC
queue length, and so on. Our basic idea is to dynamically
adjust the CW size of each individual TC flow based on an
accurate assessment of the overall MAC-level enqueueing
delay that depends on:

* The MAC queue length (number of packets).

* The packet service time (PST), that is, the elapsed time
interval between when a packet arrives at the front of the
queue and when it is received by the receiver.

The PST considers the backoff interval (including freezing
periods), transmission delay (with eventual retransmissions),
and associated physical overhead. The CW size is readjusted
on a regular basis to keep the MAC-level enqueueing delay
within a predefined per-TC maximum delay threshold. In our
study, we arbitrarily fixed the maximum delay to 0.5 second
for high priority (HP) flows and 0.8 second for medium priori-
ty (MP) flows.

We developed a delay estimation mechanism based on the
instantaneous queue length (packet inter-arrival rate) assess-
ment. Therefore, the achievable throughput with the potential
degradations (mean loss rate) may be predictable as well.
Using the packet arrival rate for a given TC flow that is a-pri-
ori known from earlier contracted SLSs, it is possible to cap-
ture the queue dynamics based on instantaneous network
activities (e.g., using the M/M/1/K model). The objective is to
predict the impact of the new stream’s admission on overall
network performance. We assess the consequences of increas-
ing the packet arrival rate (offered load) of a given TC/station
before actually admitting any new flow. The packet arrival
rate augmentation corresponds to the offered load of the new
stream requesting to be admitted. By extending our delay pre-
diction model using an M/M/1/K model, it is possible to inte-
grate the loss rate constraint with the maximum tolerated
delay constraint. Therefore, upon a new stream’s arrival, we
can a-priori assess the impact of increasing the packet arrival
rate under delay and loss constraints and ultimately predict
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the degradation of all active flows in the network. This fully
distributed model would give a network operator (or SP) the
means to accept or reject a new stream.

We performed an experiment where we progressively
increased the overall network load by continuously backlog-
ging new flows; we used an 802.11b network with 11 Mb/s of
network capacity and 16 wireless terminals. Each of these ter-
minals can generate up to two flows, representing two unique-
ly prioritized traffic classes: high priority (HP) and medium
priority (MP). From ¢t = 10 s, a new flow from a different pri-
ority (HP, MP) is started until network saturation at # = 140
s. The objective of such network dimensioning is to assess if
our adaptation model can react to frequent changes in relative
(per-class) network load while still meeting the QoS require-
ment. Note that we use two different bit rates for each TC to
evaluate the ability of our MAC-level adaptation mechanism
to achieve service-level fairness among flows from the same
TC regardless of the offered load of each single flow, that is,
intra-TC QoS enforcement.

In Fig. 4 and Fig. 5, we evaluate the performance of our
AC scheme by comparing it to a scheme that uses only delay-
based MAC-level adaptation. We refer to these two operation
modes as with-AC and without-AC, respectively. The same
network dimensioning is used as described previously.

As can be seen in Fig. 4, when the network is sufficiently
relaxed (before ¢ = 140 s), there is sufficient bandwidth avail-
able, and both the with-AC and the without-AC schemes,
achieve similar throughputs, carrying the offered load. Howev-
er, under stressed conditions, the scheme without AC gains a
significant advantage over our scheme (with AC). The good-
put gain reaches about 20 percent when the load is around 2.4
Mb/s (between ¢ = 140 s and ¢ = 200 s). At this point, the AC
mechanism rejects three entering flows: a 128-kb/s-HP flow at
t = 140 s, a 400-kb/s-MP flow at ¢ = 141 s, and finally, a 400-
kb/s-MP flow at t = 143 s; while at the same time, a 64-kb/s-
HP flow was accepted at ¢t = 142 s based on QoS degradation
predictions.

However, the bandwidth gain in the without-AC scheme
comes with a serious degradation of the QoS of all active mul-
timedia flows, as revealed by delay measurements of the single
HP flows. As can be seen from Fig. 5, HP flows experience
high delays from ¢ = 140 s, when the first flow is accepted in
the network. Their performance is further degraded with the
admission of other flows. Here, all flows try to further reduce
the sizes of their respective CWs to cope with increasing PST,
but result in an increase in the contention level and yield a
counterproductive situation.
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Conclusions

In this article, we present a QoS architecture for real-time
service provisioning in large-scale 802.11-based networks. This
architecture aims to ensure QoS continuity for mobile users as
they roam across different WLANs. We address the issue of
end user mobility by proposing a protocol for dynamic service-
level agreement negotiation that dynamically signals QoS
characteristics of each individual end user’s service during
handoffs. Our proposed protocol considerably reduces the sig-
naling overhead and improves system scalability, which allows
network operators to support more SLAs and thus better
leverage their underlying resources. We also address the issue
of resource allocation and admission control within a single
WLAN by focusing on providing service-level fairness among
flows belonging to the same traffic class. By considering key
network performance metrics and application-level QoS
requirements, we derive an accurate delay estimation model
to adjust the contention window of network flows, and pro-
pose an effective admission control model to protect already-
active flows.

As briefly discussed, latency associated with SLA negotia-
tion during handoffs is an important issue to manage when
provisioning real-time services. This delay could be consider-
ably reduced by anticipating end user handoffs. Therefore,
our future work will focus on the integration of SLA negotia-
tion with a context-aware network-assisted handoff manage-
ment strategy.
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