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Abstract—During the last several years, the Internet has evolved
from a wired infrastructure to a hybrid of wired and wireless
domains by spreading worldwide interoperability for microwave
access (WiMAX), Wi-Fi, and cellular networks. Therefore, there
is a growing need to facilitate reliable content delivery over such
heterogeneous networks. On the other hand, application layer mul-
ticast (ALM) hasbecomeapromisingapproach forstreamingmedia
content from a server to a large number of interested nodes. ALM
nodes construct a multicast tree and deliver the stream through
this tree. However, if a node leaves, it cannot deliver the stream
to its descendant nodes. In this case, quality-of-service (QoS) is
compromised dramatically. Especially, this problem is exacerbated
in wireless networks because of packet errors and handovers. In
order to cope with this problem, multiple-tree multicasts have
been proposed. However, existing methods fail to deliver contents
reliably in combined wired and wireless networks. In this paper, we
propose a method to ensure the robustness of node departure, while
meeting various bandwidth constraints by using layered multiple
description coding (LMDC). Finally, we evaluate the proposed
method via extensive simulations by using the network simulator
(ns-2).Bycomparingourproposedmethodwiththeexistingones,we
demonstrate that our method provides better performance in terms
of total throughput, relative delay penalty (RDP), and relative delay
variation (RDV). The results indicate that our approach is a more
reliablecontentdeliverysystemwhencompared withcontemporary
methods in the context of heterogeneous networks containing wired
and wireless environments.

Index Terms—Application layer multicast, heterogeneous
networks, layered multiple description coding, wired/wireless
networks.

I. INTRODUCTION

W ITH the widespread availability of inexpensive broad-
band Internet connections for home users, many content

delivery applications have now become practical. The choice
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of broadband Internet access is usually restricted to T1, digital
subscriber line (DSL), cable-modem, or passive optical network
(PON)-based wired connections. On the other hand, worldwide
interoperability for microwave access (WiMAX) [1], Wi-Fi [2],
and cellular broadband wireless access [3], [4] are constituting
the next generation wireless systems. These technologies pro-
vide high throughput broadband connections over long distance,
and are expected to be the last mile wireless broadband ac-
cess as an alternative to the wired connection. So, there is a
growing need to facilitate efficient content delivery over com-
bined wired and wireless networks. For this reason, recently,
multimedia streaming services, such as Internet Protocol Tele-
vision (IPTV) [5], distance learning, video conferencing, and
news broadcasting, have been a focus of constant attention. To
tackle the scalability issue of the unicast-based media streaming
architectures, tree-based solutions have been proposed, such as
IP multicast [6] and application layer multicast (ALM) [7]. In IP
multicast, the server and the end-nodes act as the root and as the
leaf nodes, respectively. The intermediate nodes are routers that
provide point-to-multipoint transmission through packet repli-
cation. The IP multicast approach has not been readily deployed
because it requires routers with special capability. On the other
hand, in ALM systems, the multicast tree is rooted at the media
server, and participating nodes join the tree as interior and leaf
nodes. An interior node is responsible for forwarding data from
its parent node to its children through unicast. Additionally, al-
though IP multicast requires special routers, ALM does not. In
this paper, we focus on designing an ALM protocol for hetero-
geneous networks containing wired and wireless environments.
However, duplication and relay of packets performed by the
end-nodes are generally less reliable than those performed by
routers. Therefore, ALM needs to address the following issues
in combined wired and wireless networks.

First, since nodes are free to join and leave the service at any
time, the number of “currently active” nodes is unpredictable.
The departure of interior nodes in the multicast tree severely
affects the descendant nodes, and thus a multicast service is
greatly susceptible to node dynamics. Therefore, if the nodes
often leave, quality-of-service (QoS) of the stream is degraded.
This problem is especially severe in wireless environments, in
which streaming packets and control messages often fail be-
cause of packet errors and handovers. If a handover occurs, the
wireless node cannot communicate to other nodes for a few
seconds. Therefore, wireless nodes are not as reliable as wired
nodes. In ALM, it is indeed critical to improve “the robustness of
node departure”. Here, the robustness of node departure implies
the ability of a node to continue receiving data streams in spite
of simultaneous departure of several of its descendant nodes.
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TABLE I
COMPARISON OF NETWORK TECHNOLOGIES

Fig. 1. Heterogeneous networks containing wired and wireless environments.

Second, the propagation delay from the source node to the des-
tination node may be excessive because the data are forwarded
by a number of interior nodes along the multicast tree. Since
end-nodes in ALM do not have the routing information available
to the routers, the multicast trees built in ALM suffer from the
increase of propagation delays and the inefficient usage of band-
width as compared to IP multicast. Third, in the Internet, each
user’s available bandwidth is highly heterogeneous because its
last mile connection is mixed with wired and wireless portions.
Therefore, ALM systems need to adapt to various bandwidth
constraints.

In order to improve the robustness of node departure, mul-
tiple-tree multicast was proposed [8]–[12]. This method splits
the original data stream into several descriptions with multiple
description coding (MDC) [13], [14], and delivers the descrip-
tions by using multiple multicast trees in parallel. In MDC, we
can playback the contents by receiving one of the descriptions.
Higher quality can be achieved by obtaining more descriptions.
However, existing methods are difficult to deliver contents reli-
ably in combined wired and wireless networks.

In order to address the above issues, we propose a method
to ensure the robustness of node departure, while meeting
bandwidth constraints by using layered multiple description
coding (LMDC) [15]. LMDC has been proposed as a means of
combining MDC and layered coding [16], [17] for emerging
multicast and overlay audio/video streaming applications. To
exploit the benefits of both MDC and layered coding, LMDC
splits the descriptions which are divided by MDC into several
layers. When two layers are used, the low bandwidth nodes
receive only a base layer, while the high bandwidth nodes addi-
tionally receive an enhancement layer. In the proposed method,
we construct multiple-tree based on arrangement graph (AG)
[18], [19] like topology-aware hierarchical arrangement graph
(THAG) [11] and network-aware hierarchical arrangement

graph (NHAG) [12]. Each node calculates the requested layer
based on the available bandwidth and searches for the joinable
AG based on this information. Furthermore, each AG calcu-
lates the AG layer according to the joining nodes’ requested
layers. When an AG’s AG layer is , its parent-AG transfers
the layers of descriptions to the AG. By doing so, each node
can receive the appropriate number of layers of descriptions
without degrading the robustness of node departure.

Finally, our simulation results by using network simulator
(ns-2) [20] have demonstrated that our approach provides better
performance in terms of total throughput, relative delay penalty
(RDP), and relative delay variation (RDV) than those of existing
approaches [10]–[12]. The results indicate that our approach is
more reliable in combined wired and wireless networks.

The rest of the paper is organized as follows. In Section II,
we provide an overview of existing access network technolo-
gies and the conventional ALM tree construction methods.
Section III describes THAG and NHAG. Our proposed ALM
method is described in Section IV. In Section V, we present our
simulation results and performance comparisons. Concluding
remarks are given in Section VI.

II. RELATED WORK

In this section, we provide an overview of existing access
network technologies (Section II-A) which use the current In-
ternet environments, and review the conventional ALM proto-
cols (Section II-B).

A. Current Access Network Technologies

During the last several years, the Internet has evolved from
a wired infrastructure to a hybrid of wired and wireless do-
mains, as shown in Fig. 1 where dashed and solid lines indi-
cate wireless and wired links, respectively. The wired access
networks consist of T1, DSL, cable-modem, and PON-based
wired connections, and the wireless access networks comprise
WiMAX (IEEE 802.16) [1], Wi-Fi (IEEE 802.11) [2], and cel-
lular broadband wireless access (3 GPP: 3rd Generation Part-
nership Project [3], 3 GPP2 [4]). The properties of each network
technology are summarized in Table I.

The wired connections based on T1, DSL, cable-modem, or
PON have high bandwidth and low packet error rates. Many
broadband users have asymmetric connections (whereby down-
load rate upload rate). However, ALM systems generally
need more upload bandwidth capacity than that of the download.
Therefore, most DSL nodes would easily be able to receive but
not forward all the received descriptions. In an academic or busi-
ness environments, symmetric connections are more common.
Such nodes can often receive and forward several times more
descriptions than those in asymmetric connections. Thus, in the
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Fig. 2. Tree-based ALM. (a) Single-tree multicast. (b) Multiple-tree multicast.

wired networks, we consider only the upload bandwidth con-
straints. On the other hand, for wireless technologies, WiMAX
can deliver a theoretical maximum upload and download data
rate of 75 Mbps on a single channel. 3G cellular networks’
maximum data rate is about 3 Mbps, and Wi-Fi’s is 54 Mbps
for the currently adopted IEEE 802.11g version. However, the
upload/download bandwidth attenuates over distance. There-
fore, we consider not only the upload bandwidth constraints but
also the download bandwidth constraints. Furthermore, packet
error rates of those wireless technologies are much higher than
those of the wired technologies, and packet errors multiply over
distance.

As described above, in the Internet, each user’s available
upload and download bandwidths are highly heterogeneous.
Therefore, we need to propose a content delivery system which
is tailored for combined wired and wireless networks.

B. Application Layer Multicast (ALM)

In ALM, an overlay network is constructed at the application
layer independently from the network layer by allowing each
end-node to forward the streaming data. A multicast tree is cre-
ated by having the end-nodes (which are responsible for duplica-
tion of the received media stream) acting as a branch. The stream
delivery by ALM flows through the multicast tree, and the root
acts as the source node, which owns and disseminates the media
data. A significant amount of research efforts has been directed
toward QoS improvement. Existing works can be roughly clas-
sified into single-tree and multiple-tree multicast schemes.

Many of the existing works have advocated on building a
single-data distribution tree rooted at the media data originator
(the sender), as shown in Fig. 2(a). Therefore, each receiver has
only one path from the sender along the tree. So far, Yoid [21],
SpreadIt [22], ALMI [23], HBM [24], NICE [25], ZIGZAG
[26], and Scribe [27] have been proposed. These methods use
only one multicast tree to deliver a stream. Therefore, if the
stream is not delivered due to node leaving, QoS of the stream
will degrade dramatically.

To utilize path diversity for improving reliability and QoS of
streaming, multiple-tree multicast schemes have been proposed.

Multiple-tree multicast constructs multiple paths between the
root and each receiver, as shown in Fig. 2(b), and delivers de-
scriptions by using MDC [13], [14]. MDC is able to split the
original streaming media into several descriptions. We can play-
back the contents by receiving one of the split descriptions, and
higher quality can be achieved by obtaining more descriptions.
So far, CoopNet [8], [9], SplitStream [10], THAG [11], and
NHAG [12] have been proposed.

CoopNet proposes a centralized algorithm to facilitate de-
ployment of multiple-multicast trees from different sources,
and does not have explicit mechanisms to maximize band-
width. In contrast, SplitStream has proposed a decentralized
algorithm to construct a forest of multicast trees from a single
source. SplitStream is based on Scribe, a tree-based multicast
algorithm based on structured overlay networks. Both CoopNet
and SplitStream cannot ensure the construction of node-disjoint
multicast trees, implying that a node can be an interior node
in several multicast trees and its departure will prevent the
descendant nodes from receiving descriptions. In THAG and
NHAG, node-disjoint multicast tree construction is ensured.
Construction of node-disjoint multicast trees guarantees that
the departure of any node will only affect data delivery in at
most one multicast tree. In these methods, all the participating
nodes are divided into a number of arrangement graphs, and
several node-disjoint multicast trees are embedded in each AG.
However, in THAG, it is difficult to deliver descriptions to
meet various bandwidth constraints imposed by the network.
In order to cope with this problem, we previously proposed
NHAG to ensure QoS of the received stream by dynamically
changing the AG size according to the available bandwidth and
by preventing nodes from disabling participation in forwarding
the stream. However, in NHAG, many nodes cannot receive all
the descriptions delivered from the source because each node
is delivered the number of descriptions based on its available
bandwidth. Therefore, NHAG has the issue of degraded ro-
bustness of node departure. This problem is more serious in
wireless environments.

Existing methods can hardly deliver contents reliably in com-
bined wired and wireless networks.
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Fig. 3. Tree structure based on arrangement graph. (a) Arrangement graph with size of 4. (b) Multicast tree rooted at node 31. (c) Multicast tree rooted at node 41.

III. MULTIPLE-TREE MULTICASTS

WITH ARRANGEMENT GRAPHS

In this section, we simply provide an overview of THAG [11]
and NHAG [12] in Sections III-A and III-B, respectively. These
methods are proposed to construct multiple node-disjoint multi-
cast trees. The node-disjoint trees can be constructed by making
a node which is a parent node in a specific tree into a leaf node
of all other trees, as shown in Fig. 2(b). For example, node 1 is
an interior node in tree 1, but is a leaf node in tree 2. By doing
so, even when a node cannot receive the description due to the
departure of a node in its upper position, the descendant node
can still receive the descriptions from other trees. In THAG and
NHAG, participating nodes are grouped into a number of AGs
[18], [19]. In each AG, several node-disjoint multicast trees are
embedded. Once embedded, they will assemble the AGs into a
tree-like hierarchical structure.

A. THAG

THAG uses an AG to construct node-disjoint trees. An AG
is an undirected graph and has desired properties for overlay
topology, such as symmetric vertex, symmetric edge, strong re-
silience, and maximal fault-tolerance [19]. An AG is denoted
by , and specified by integers and .
Denote . There are symbols denoted as

; refers to the th element of . , in-
troduced in [18], is an undirected graph defined in the
equation at the bottom of the page. From this definition, and

differ in one position only. Therefore, an edge of con-
nects neighboring nodes, which differ in exactly one of their
positions from each other.

THAG constructs node-disjoint trees from . In
this paper, we refer to as the AG size. Generally, in an AG
with size , number of nodes can participate in the
AG.Fig. 3(a) shows an example when the AG size is 4, while
Fig. 3(b) and (c) shows examples of trees based on a size 4 AG.

In these figures, the root of each tree is node , and
the two trees which have the root nodes 31 and 41, respectively,
have been constructed. In these trees, we can see that the node,
which is the parent node in one tree, is the leaf node in another
tree. Therefore, these two trees are node-disjoint. Node 21 is a
leaf node in all the multicast trees causing it to be selected as
the AG entrance, and it will maintain the current states of all its
AG members.

Furthermore, more nodes can join the AG in a hierarchical
manner. When the number of nodes participating in an AG
reaches the limitation, that AG is made into a parent-AG,
which can spawn new child-AGs. As shown in Fig. 4, the
parent-AG derives the child-AGs after it is filled. Nodes 32
and 42 in the parent-AG serve as the source nodes, which
forward corresponding descriptions to child-AG 1. Similarly,
nodes 13 and 43 in the parent-AG serve as the source nodes
for child-AG 2. Suppose that a node acts as an interior node
of one tree in a parent-AG, then it will also act as the source
node for a child-AG. In this way, the node-disjointness of
multicast trees is preserved. In general, a column of nodes

deliver descriptions to child-AGs. A column of nodes in the
parent-AG providing data to its child-AG is referred to as
the AG source. The descriptions which are delivered to the
parent-AG are also delivered to child-AG 1 and child-AG 2
as well. In other words, since the delivery of descriptions is
performed based on the delivery tree constructed from the
AG, we can easily achieve a large-scale delivery network in a
hierarchical manner.

B. NHAG

In THAG, we can create several node-disjoint multicast trees
from AGs. The descriptions are delivered by using these cre-
ated multicast trees in parallel. However, to deliver the descrip-
tions stably, the node at the AG source can have no more than

child nodes at the maximum, and other nodes in the
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Fig. 4. Hierarchical AG in THAG.

AG have to deliver descriptions to child nodes in the AG and
the root nodes in child-AGs. Furthermore, there is a chance that
every node may become an AG source. Therefore, the minimum
upload bandwidth needed for streaming delivery is determined
based on the AG size and each description’s rate , which is

. Nodes, which connect to a link with bandwidth
less than this amount, may not be able to send all the descrip-
tions. In a conventional THAG, the required bandwidth is not
taken into account because it is assumed that the AG size is
fixed and all the descriptions consume the same amount of band-
width in each link. However, in a real network, each node’s
available bandwidth is highly heterogeneous due to different
link technologies and varying willingness to contribute (as de-
scribed in Section II-A). Thus, it is difficult for THAG to deliver
descriptions to meet various bandwidth constraints imposed by
the network.

To cope with this problem, we proposed NHAG that can fit
the various bandwidth constraints by changing the size of an
AG dynamically. In NHAG, we do so for each AG, and hence
the AG size is different between a parent-AG and a child-AG. If
the AG size is , the maximum number of descriptions that the
AG can forward is . If the AG size becomes small, the
number of descriptions which can be delivered in the AG de-
creases. Therefore, in this case, the parent-AG transfers
descriptions to its child-AG with AG size , as shown in Fig. 5.
For this reason, NHAG should locate the AG that has the largest
size in the highest position and the AG that has the smallest size
in the lowest position to improve stream delivery efficiency. To
realize this AG structure, each node calculates the requested size
based on the available bandwidth, and searches for the AG with
the appropriate size based on this information.

By following these procedures, each node can receive the
number of descriptions based on its upload bandwidth.

IV. PROPOSED METHOD

In NHAG, each node receives the number of descriptions
based on the available upload bandwidth. However, the robust-
ness of node departure are degraded because many nodes cannot

Fig. 5. Hierarchical AG in NHAG.

receive all the descriptions delivered from the source. For ex-
ample, we assume that the number of trees is 4, and node 1 joins
trees 1 and 2. Node 1 is the descendant node of nodes 2 and 3
in trees 1 and 2, respectively. When nodes 2 and 3 leave at the
same time, node 1 cannot receive any description. If node 1 joins
all the trees, the node can receive the descriptions from trees 3
and 4. Therefore, if the nodes often leave, QoS of the stream
is degraded. Therefore, NHAG has an issue that the robustness
of node departure is degraded. This problem is more serious in
wireless environments (e.g., WiMAX, Wi-Fi, and cellular net-
works). Therefore, THAG and NHAG are difficult to deliver
contents reliably in combined wired and wireless networks.

We propose a method to ensure the robustness of node de-
parture, while meeting the various bandwidth constraints by
using LMDC [15] (its properties are described in Section IV-A
). LMDC splits the descriptions which are divided by MDC into
several layers. In the proposed method, each node calculates
the requested layer based on the available upload and down-
load bandwidths. In Section IV-B, we discuss the required layer.
In addition, each AG calculates the AG layer based on joining
nodes’ requested layers based on its available bandwidth. The
AG layer is the maximum layer of descriptions required for all
nodes which participated in the AG to stably receive and de-
liver. The procedure to calculate the AG layer will be described
in Section IV-E. In the proposed method, the size of each AG
remains constant, and each AG delivers all the number of de-
scriptions to its child-AGs.

Moreover, when an AG’s AG layer is , its parent-AG trans-
fers the layers of descriptions to the AG, as shown in Fig. 6.
By doing so, each node can receive the appropriate number of
layers of descriptions without decreasing the number of descrip-
tions. That is to say, the low bandwidth nodes receive only a
base layer, while the high bandwidth nodes additionally receive
enhancement layers based on their available bandwidth. There-
fore, the proposed method improves the robustness of node de-
parture as compared to that of NHAG. To realize this structure,
we modify/tailor the node joining and leaving procedures based
on the requested layer that will be described in Sections IV-C
and IV-D, respectively.
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Fig. 6. Hierarchical AG in �����.

We call the proposed method the network-aware hierarchical
arrangement graph plus . Furthermore,
does not increase control overhead as compared to THAG and
NHAG.

A. Layered Multiple Description Coding

LMDC [15] has been proposed as a means of combining
MDC [13], [14] and layered coding [16], [17] for emerging
multicast and overlay audio/video streaming applications. More
specifically, multiple descriptions are spread across multiple
packets via MDC, and transmitted to a collection of nodes,
thereby reducing the packet errors due to network congestion or
the departure of unreliable nodes. Moreover, by using layered
coding, multimedia data can be encoded into different quality
levels, so that nodes can play the best possible video/audio
quality level according to their capabilities, such as screen res-
olution and link bandwidth. By combining MDC and layered
coding, the LMDC scheme spreads the layered data across mul-
tiple packets with multiple descriptions. Then, nodes can play
the layered data as long as the required number of descriptions
are received successfully. Of course, the more descriptions a
node receives, the better the reconstructed data quality will
be. In practice, the LMDC scheme is usually implemented in
conjunction with unequal erasure protection (UEP) [16], which
provides different levels of erasure protection to the LMDC
blocks by adding different amounts of redundancy.

Fig. 7 illustrates the LMDC scheme for video transfer appli-
cations. From the figure, we observe that the quality of a lay-
ered video frame improves as the size of the collected video
bit stream increases. More specifically, if the size of the layered
video frames is bytes, one can split it into equal-sized pieces
and reconstruct it into quality levels by using the first out of
the pieces [i.e., the required bit stream size for reconstructing

level frame is ]. Each layered video frame
is then split among description packets with un-
equal erasure protection on each piece of frame. In this paper,
we assume that each layered video frame is split into equal-sized

Fig. 7. Layered multiple description coding [28].

descriptions. Therefore, the size of the th coded frame piece
is

(1)

From (1), the rate of one layer of each description, , is
calculated as follows:

(2)

where is the rate of the media data that is delivered by ALM.
Note that for playback of a video using LMDC, descriptions can
be received in a random order but layers have to be received in
the ascending order. In the proposed method, we assign each
description to a singular tree, i.e., the number of descriptions is
equivalent to the number of trees. For distinguishing different
layers in a description, the number of layers is marked in the
packet.

B. Requested Layer

In , each node calculates the requested layer
which is the largest layer required to stably receive and deliver
descriptions. In NHAG, each node calculates the requested
size based on the node’s available upload bandwidth. However,
NHAG does not consider the download bandwidth constraints
because it assumes wired network environments, where the
download bandwidth is far larger than the upload bandwidth.
On the other hand, in wireless networks, the upload and down-
load bandwidths attenuate over distance. So, it is difficult for
NHAG to meet the various bandwidth constraints in combined
wired and wireless networks. In addition, if join/leave events
are sparse with highly fluctuating network dynamics, the nodes
that initially (at join time) had large bandwidth and were
assigned a large number of child nodes may struggle when
congestion occurs in their links [12]. Therefore,
calculates the requested layer by using the available upload
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and download bandwidths, which are estimated in real time as
described below.

First, we focus on upload bandwidth constraints. The node,
which places the th column in the AG, has a maximum of
child-nodes. is calculated as follows [11]:

(3)

where is the AG size and is the number of child-AGs to
which the node delivers the descriptions. In , every AG
size is constant.

If the node transfers layers of descriptions, the min-
imum upload bandwidth needed for streaming delivery is

. Here, , , and are
the rate of media data, the number of layers, and the number
of descriptions, respectively. Therefore, the requested layer

satisfies (4):

(4)

Here, indicates the available upload bandwidth for each
node. By solving this equation for , we have the following:

(5)

Next, we focus on download bandwidth constraints. If the
node receives layers of descriptions, the requested download
bandwidth is . Here, the number of
descriptions equals . So, the requested layer
satisfies (6):

(6)

where indicates the available download bandwidth for
each node. By solving this equation for , we have the
following:

(7)

We can use bandwidth estimation technologies, such as ini-
tial gap increasing (IGI) [29], self-loading periodic streams
(SLoPS) [30], and JitterPath [31], to obtain the corresponding
values of and .

Finally, the nodes calculate the requested layer as follows:

(8)

In the proposed method, the node joining and
leaving processes and AG maintenance operate based on this
metric.

C. Node Joining Procedure

First, we explain the joining procedure in THAG. In THAG,
at the beginning, the node, which wishes to join, will first send a
join message to the highest AG that it can enter. If the AG is not
completely filled, the node will join that AG. Otherwise, if the
AG is completely filled, for each AG member which already
joins the AG, we compute the function which is the
ratio of the sum of distances between the node and the AG
sources to the sum of distances between the joining node and
AG sources as follows:

(9)

Here, denotes the joining node, denotes the th AG source
of each description, and is the distance from node

to node defined in the network coordination technology,
such as Global Network Positioning (GNP) [32] and Vivaldi
[33]. Network coordinates are obtained by mapping complex
Internet topologies into simple geometric space. Note that

implies that the joining node is closer to the
AG sources than node . Therefore, node with maximum

is replaced by the joining node . Node that is
replaced will try to find a new child-AG. On the other hand,
for all the member nodes , no replacement is performed if

. In this case, will try to find a new child-AG.
Next, the AG entrance that received the join message finds the
closest AG member to the joining node. The joining node
contacts and retrieves the information about all its child-AGs.
If has less child-AGs than it can serve, the joining node
creates a new child-AG and joins the AG entrance. Otherwise,
the joining node contacts all the child-AG’s entrances, and
selects and joins the AG that has the smallest average distance
between the joining node and the AG members. By repeating
these procedures, the joining node eventually joins the closest
child-AG, as shown in Fig. 8.

In the joining procedure of , we change the node
replacing metric and the selection of the child-AG to which the
joining node sends the next request message. uses the
requested layer as the replacement metric instead of the distance
metric as described in the following:

(10)

Here, is the requested layer of node . Note that
implies that the joining node’s requested

layer is larger than that of node . Therefore, node with the
minimum is replaced by the joining node . On
the other hand, for all the member nodes , no replacement is
performed if . If the number of nodes with
the minimum is numerous, we use the distance
metric as THAG does. Furthermore, this procedure can pro-
mote the node with larger upload bandwidth to a higher tree
position. On the other hand, creates trees according
to the available bandwidth of nodes as opposed to THAG which
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Fig. 8. Node joining procedure.

uses the distance metric to locate nodes. Consequently, the
delay along the path created by might be, in some
cases, longer than the one created by THAG. However, since
the congestion rarely occurs in the upper positions of the path
created by , the overall delay becomes shorter for

as compared to THAG. In the child-AG selection, the
joining node contacts all the child-AG’s entrances, and selects
and joins the AG that has the closest AG layer to the joining
node’s requested layer. By repeating the above process, a node
can join the AG which can adapt to its requested layer and
receive the appropriate number of layers.

D. Node Leaving Procedure

Generally, when a node leaves, it sends the leaving messages
to the AG entrance and its neighbors. However, in wireless
environments, the control messages often fail because of packet
errors and handovers. If a handover occurs, the wireless node
cannot communicate with the other nodes for a few seconds.
Therefore, the wireless nodes may suddenly leave without
sending leaving messages. To cope with this problem, in THAG
and NHAG, the heartbeat messages are periodically sent among
the neighbors [11]. If a node does not receive the heartbeat
messages from its neighbor, it assumes that the neighbor node
has left.

handles node leaving as follows. If the leaving
node is not at the AG entrance, its parent node in the same
tree will undertake the position’s tasks. If the leaving node
is not an AG entrance, its parent node in the same tree will
take over the AG entrance tasks. Moreover, if the leaving node
has child-AGs, one of its child-AGs promotes a node with the
maximum requested layer to replace the vacated position. To
realize this procedure, each child-AG entrance sends the max-
imum requested layer of the AG members to its parent-AG
entrance periodically. The parent-AG entrance selects

which is the maximum number of , and sends a notification
message to the child-AG entrance to which the node with

belongs. The child-AG, which receives the notification
message, then promotes the node, which has the requested layer

, to its parent-AG. In the child-AG, similar maintenance
can be performed afterward. Thus, we can promote a node from
a child-AG, which has a requested layer greater than or equal
to , even when the node is leaving.

In this way, the height of can be reduced and the
nodes with the largest upload bandwidths are promoted to a
higher position, as high as possible.

E. Renewal of AG Layer

Since nodes in an AG are frequently replaced due to their
joining and leaving events, the AG layer must be dynamically
renewed according to the nodes’ states. Therefore, the AG layer
must be recomputed whenever joining, leaving, or node replace-
ment occurs, or after a certain elapse.

After joining the system, a node periodically computes its
requested layer based on (8) by using the most recent infor-
mation of system states, and sends it to the AG entrance. The
interval for renewing the AG layer is smaller than the interval
for sending node’s information. Keeping the renewal frequent
enough enables an AG layer to quickly adapt to the dynamics of
the system as a whole. The AG entrance assembles each node’s
requested layer from the AG members and renewed AG layer as
follows.

First, the AG entrance computes the minimum requested
layer of the nodes joining the AG:

(11)

where is the number of nodes in the AG. We define the AG
layer at time as . If the AG entrance sets the AG layer

to be , the AG overreacts to nodes and network dy-
namics because can change abruptly at any time. There-
fore, we have implemented a smoothing scheme, which tracks
immediate increases and decreases in . To achieve this, we
smooth by using the exponentially weighted moving av-
erage as follows:

(12)

When the AG entrance creates a new AG, and are initial-
ized to 0 and , respectively. Here, is the requested layer
of the AG entrance.

Thus, we tailor the AG layer to the joining node’s network
conditions.

V. PERFORMANCE EVALUATION

We have evaluated the performance of the proposed method
through extensive simulations by using the network simulator
ns-2 [20]. The simulation setup and performance metrics are
described in Section V-A. In Section V-B, we present our simu-
lation results and performance comparisons.
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Fig. 9. Comparison of total throughput. (a) Case I. (b) Case II. (c) Case III.

A. Simulation Setup

In our simulations, the transit-stub topology created by the
GT-ITM tool [34] was used as the underlying network topology.
The network topology consisted of 1010 routers and about 5000
edges. The link delay was randomly set between 1 and 10 ms for
each edge. We created end-nodes and randomly connected them
to the routers chosen from the stub domain. Each node’s upload
and download bandwidths are randomly distributed between 2
and 5 Mbps. One of the end-nodes was selected as the media
source. The number of end-nodes was varied from 200 to 500.
Streaming is delivered in a scenario where each node joins the
ALM one by one every 2 s, and after all the nodes have joined,
nodes leave one by one every 2 s. When nodes with wireless link
leave the trees, they are set to leave without any prior notice to
any other nodes in the corresponding trees. This is attributed to
the common phenomenon of the wireless environment, i.e., the
sudden cutoff of the wireless link. We compare with
three contemporary methods, namely SplitStream [10], THAG
[11], and NHAG [12] in the following three cases.

In case I, all nodes are wired. In case II, half of the nodes are
wired, and the remaining nodes are wireless. Case III comprises
wireless nodes only. In the wired nodes, we set the upload and
download links’ packet error rates to be 0%. On the other hand, in
the wireless nodes, we set the upload and download links’ packet
error rates to be 1% by using the respective error model in ns-2.

We set the rate of the source media data to be 2 Mbps. MDC
divided the media into four descriptions, and each description
rate was 500 kbps. In LMDC, the number of descriptions was
four, and the number of layers was four. Therefore, the rate of
a layer of each description was 125 kbps. The number of mul-
ticast trees was four in all the methods. For each tree, a singular
description is allocated. The four layers in each description are
adaptively adjusted according to the network bandwidth. THAG
and were restricted to the AG size of six. In NHAG,
the maximum AG size of six is employed.

In order to evaluate the performance and QoS of each method,
we use the following metrics: total throughput, RDP [35], and
RDV [11].

1) Total Throughput: Total throughput is defined as the sum
of each description’s throughput:

(13)

Fig. 10. Throughputs with UEP and without UEP (500 wireless nodes).

Here, denotes the received th description rate
and denotes the number of descriptions.

2) Relative Delay Penalty (RDP): The average ratio of prop-
agation delay on the paths from the source to the receiver node
in ALM trees over the end-to-end unicast latency between these
nodes is defined as follows:

(14)

Here, and denote the multicast delay of the
th description and the unicast delay, respectively. RDP exhibits

the relative increase in delay that a packet experiences in ALM
as compared to IP multicast.

3) Relative Delay Variation (RDV): The normalized differ-
ence of delay on the paths from a source to a node in a different
multicast tree is defined as follows:

(15)

Here, and indicate the maximum and minimum
propagation delays, respectively, that are experienced by a node
when receiving descriptions from different multicast trees.

To investigate the impact of link errors on the throughput
and effectiveness of UEP, we also conducted experiments with
link error rates of 1%, 5%, and 10%, respectively. Owing to the
constraints of the computer hardware, experiments with up to a
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Fig. 11. Comparison of relative delay penalty (RDP). (a) Case I. (b) Case II. (c) Case III.

Fig. 12. Comparison of relative delay variation (RDV). (a) Case I. (b) Case II. (c) Case III.

maximum of 500 wireless nodes were conducted. For UEP, we
assume that Layer can only be recovered when at least de-
scriptions are recovered.

B. Simulation Results

1) Total Throughput: Fig. 9 shows the average total
throughput of each method for cases I, II, and III, respectively.
We can see that our proposed provides the highest
total throughput in all cases. In addition, as the number of wire-
less nodes increases, the total throughput does not decrease.
Furthermore, even when all the nodes have wireless links (case
III), achieves substantially higher total throughput
(about 1600 kbps). On the other hand, the total throughputs of
the other methods decrease as the number of wireless nodes
increases. The total throughput achieved by SplitStream is quite
low because it cannot construct the node-disjoint trees. Espe-
cially, when the number of nodes is 500, SplitStream’s total
throughput is lower than 1000 kbps. In THAG, the robustness
of node departure is high because all nodes join all the trees,
but THAG cannot meet the various bandwidth constraints.
Therefore, THAG’s total throughput is lower than those of
NHAG and . In NHAG, the total throughput is also
lower than that of because the robustness of node
departure is lower than that of .

Fig. 10 shows the results of the total throughput under the
influences of packet error of 1%, 5%, and 10%, respectively.
There are 500 nodes. From Fig. 10, we can see that the larger
the packet error rate, the lower the total throughput. Note that
the total throughput can be improved greatly with UEP.

2) Relative Delay Penalty (RDP): We study the average RDP
in SplitStream, THAG, NHAG, and . The results are
shown in Fig. 11. In all cases, both and NHAG pro-
vide the lowest RDP which is about five because these methods
meet the nodes’ bandwidth constraints. On the other hand, RDP
of THAG is about eight and higher than those of and
NHAG. This is because, in THAG, congestion occurs in the
upload link of a node, and hence the queuing delay increases.
RDP achieved by SplitStream is indeed high and increases as the
number of nodes increases in all three cases. This result demon-
strates that and NHAG achieve low delay while delay
of SplitStream is significantly high. Furthermore, no matter how
large the number of nodes is, the RDP in and NHAG
remains reasonably small and constant in all the considered
cases. Since it is more difficult to optimize multiple multicast
trees in a distributed network environment at the same time than
in a single multicast tree [10], the small RDP values incurred in

and NHAG are remarkable.
3) Relative Delay Variation (RDV): Fig. 12 indicates the

average RDV achieved by each method. We can see that the
proposed scheme, THAG, and NHAG provide low
RDV values (smaller than 1) in all cases. Hence, in these
methods, the difference between each description’s delay is
small. SplitStream achieves very high RDV which is larger than
four, and the RDV increases as the number of nodes increases.
Therefore, the difference between each description’s delay
is large. When the number of nodes increases, the variation
of delay in SplitStream is more drastic. Hence, the nodes in
THAG can experience relatively consistent media delivery from
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different trees. From the results pertaining to RDP and RDV,
it can be seen that the proposed and NHAG provide
high levels of QoS, while the SplitStream’s QoS remains low.
The simulation results indicate that SplitStream achieves low
total throughput. Furthermore, the delay and the difference
in delay for each description are quite large, and so QoS of
the stream cannot be provisioned. THAG achieves low total
throughput and high RDP because it cannot meet the various
bandwidth constraints. NHAG adapts to available bandwidth
constraints, but the robustness of node departure is poor. So,
NHAG achieves equally low RDP and RDV, but the overall
throughput is low as compared to that of . However,

provides high total throughput, and low RDP and
RDV in all three cases. In summary, can consistently
provision content delivery in combined wired and wireless
networks.

VI. CONCLUSION

Recently, the Internet has evolved from a wired infrastruc-
ture to a hybrid of wired and wireless domains by spreading
WiMAX, Wi-Fi, and cellular networks. Therefore, there is a
growing need for an efficient content delivery system in com-
bined wired and wireless networks.

In this paper, we have tailored the ALM protocol for this
environment. We have studied and examined in details THAG
and NHAG, which splits a stream into several descriptions with
MDC and delivers each description along node-disjoint multi-
cast trees constructed from AGs. However, in THAG, because
the AG size is constant, it is difficult to deliver descriptions ap-
propriately across a heterogeneous network. NHAG can meet
the various bandwidth constraints by changing the size of an
AG dynamically, but the robustness of node departure is de-
graded. These methods cannot deliver contents reliably in het-
erogeneous networks with wired and wireless portions. There-
fore, we have proposed which adapts to bandwidth
constraints without decreasing the number of joining trees by
using LMDC. In the proposed method, each node can
receive the appropriate number of layers according to its avail-
able bandwidth without decreasing the number of descriptions.

Our simulation results by using network simulator ns-2 have
demonstrated the effectiveness of our proposal in terms of
total throughput, RDP, and RDV. These results indicate that

is a reliable and efficient ALM scheme for streaming
media services across heterogeneous networks.
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