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Abstract—Broadcasting, in the context of ad-hoc networks, is
a costly operation, and thus topology control has been proposed
to achieve efficient broadcasting with low interference and low
energy consumption. By topology control, each node optimizes
its transmission power by maintaining network connectivity in
a localized manner. Local Minimum Spanning Tree (LMST) is
the state-of-the-art topology control algorithm, which has been
proven to provide satisfactory performance. However, LMST
almost always results in a 1-connected network, without redun-
dancy to tolerate external factors. In this paper, we propose Local
Tree-based Reliable Topology (LTRT), which is mathematically
proven to guarantee 𝑘-edge connectivity while preserving the
features of LMST. LTRT can be easily constructed with a low
computational complexity of 𝑂(𝑘(𝑚 + 𝑛 log 𝑛)), where 𝑘 is the
connectivity of the resulting topology, 𝑛 is the number of neigh-
boring nodes, and 𝑚 is the number of edges. Simulation results
have demonstrated the efficiency of LTRT and its superiority
over other localized algorithms.

Index Terms—Ad-hoc networks, topology control, reliability,
minimum spanning tree, 𝑘-edge connectivity.

I. INTRODUCTION

RECENT advances in wireless and mobile technologies
have fostered the development of ad-hoc networks. Since

nodes operate with limited battery power, reducing energy
consumption to prolong lifetime of the network has always
been an important issue. In ad-hoc networks, transmissions
are classified into three types, namely, unicast, multicast, and
broadcast transmissions. In this paper, we consider the latter.
Broadcast transmissions in ad-hoc networks are used for, for
example, sending control packets, distributing cryptographic
keys, and so forth. Broadcast by flooding usually consumes
much energy and also leads to high MAC-level interference.
Therefore, it is not readily applicable in ad-hoc networks
owing to resource constraints of mobile nodes.

Topology control is one means to broadcast efficiently [1].
By topology control, each node transmits packets by using
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relatively lower power to prevent interferences, and to reduce
energy consumption. Algorithms are generally localized, i.e.,
each node uses only the information that is one-hop away.
The problem of minimizing the total energy consumption is
NP-hard in the three dimensional space [2]. Even in the two
dimensional case, it is still NP-hard [3]. Many globalized
algorithms such as [4], [5] have also been proposed, but they
are not scalable. If the ad-hoc network consists of thousands
of nodes, it is difficult to calculate the optimal transmission
ranges and to pass on the information to the concerned nodes.
Also, collecting the information of all the nodes will incur
high overheads. Therefore, topology control algorithms have
to be localized. However, determining the transmission power
from local information is rather difficult, since adjustment of
the power without global knowledge may not preserve the
network connectivity.

Localized topology control algorithms have mathematically
proved to be able to maintain the global connectivity. Each
node can decide the transmission range from local information
in order to maintain global network connectivity. Among the
localized topology control algorithms, the most cost efficient
algorithm is Local Minimum Spanning Tree (LMST) [6],
which is localized MST-based algorithm. Although LMST is
cost-efficient, LMST almost always results in only one fixed
path between every pair of nodes. Control of transmission
power reduces energy consumption of each node easily, but
lowering the transmission power always implies the loss of
fault-tolerance. So, if there is a link failure, the network may
be split and some nodes will not be able to receive packets.
The problem is that LMST has almost always only one path
between every pair of two nodes in the network. If there
are two or more paths between them, network reliability will
indeed be enhanced.

In this paper, we propose the Local Tree-based Reliable
Topology (LTRT) algorithm which is motivated by LMST and
the Tree-based Reliable Topology (TRT) [7]. LTRT is a local-
ized version of TRT which guarantees 2-edge connectivity.
We combine the idea of TRT in LMST to guarantee 𝑘-edge
connectivity of the resulting topology. Indeed, improving reli-
ability leads to an increase of energy consumption. However,
LTRT can maintain the extent of such an increase within a
tolerable limit. LTRT can achieve nearly optimal performance
at a much lower computational cost.

The remainder of the paper is organized as follows. Section
II reviews some related works. We define the network model
in Section III. In Section IV, we introduce the LTRT algorithm
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and derive the properties of LTRT. Performance comparisons
of LTRT with other existing algorithms are illustrated in
Section V. Finally, Section VI concludes the paper.

II. RELATED WORKS

Topology control has been widely studied. Cone-Based
distributed Topology Control (CBTC(𝛼)) [8] is among the first
algorithms that adjusts the transmission power to save energy
consumption. In CBTC(𝛼), a node 𝑢, which transmits with the
minimum power 𝑝𝑢, is required to ensure that in every cone
of degree 𝛼 around 𝑢, there is some node that 𝑢 can reach
with the power 𝑝𝑢. The authors [8] analytically showed that
if 𝛼 < 5/6𝜋, the network connectivity is preserved.

Relative Neighborhood Graph (RNG) (first appeared in [9])
is also used to reduce the number of links between a node and
its neighbors [10]. An edge belongs to the RNG only if it is
not the longest leg of any triangle it may form in the original
graph.

Li et al. [6] proposed a Minimum Spanning Tree based
algorithm for topology control. LMST is a “localized” algo-
rithm to construct MST based topology in ad-hoc networks
by using only information of nodes which are one-hop away.
Every node knows its position by GPS and has its ID for
identification. The idea of LMST is simple. Each node cal-
culates MST independently from the information of one-hop
nodes and only keeps one-hop on-tree nodes as neighbors.
The procedure of constructing LMST is composed of two
phases. First, each node broadcasts a “Hello” message using
the maximal transmission power, which contains its ID and
position, and obtains the information of its one-hop nodes.
Each node then has its local graph in this phase. In the next
stage, each node applies Prim’s algorithm independently to
obtain its local MST and keeps its on-tree hop-one nodes
as its neighbors. If every link has a unique weight (i.e.,
different links have different weights), the locally calculated
MST is also unique and the connectivity can be guaranteed.
The topology of LMST may not be a spanning tree but may
have some redundant edges. LMST has several noteworthy
features. The node degree of any node is bounded by 6; this
can help reduce MAC-level contention and interference. The
resulting topology can be converted into the one with only bi-
directional links by removing all uni-directional links. Note
that the topology of the resulting LMST might be split by a
single link failure. This might limit its applicability since the
topology in an ad-hoc network should have some redundancy
because of its unsure links.

In recent years, some new approaches have been proposed.
In [11], the authors assumed that nodes may act in their self-
interest. They modeled interactions among nodes as a game,
and analyzed the problem as a non-cooperative game. In [12],
the authors proposed an algorithm to optimize the traditional
topology control scheme. In this algorithm, each node itera-
tively increases its transmission power. This algorithm starts
from a symmetric, connected topology, which assumes to be
the output of a topology control. This can be applicable to
many topology control schemes.

Among many localized topology control algorithms, LMST
achieves the best performance with regard to energy efficiency.

Based on the derived topology by a topology control algo-
rithm, some optimization algorithms can be applied. RNG
based Broadcast Oriented Protocol (RBOP) and LMST based
Broadcast Oriented Protocol (LBOP) [13] can save more
energy. In RBOP and LBOT, the broadcast is initiated at the
source, and is propagated, following the rules of neighbor
elimination, on the topology derived from RNG and LMST.
TR-LBOP and TRDS are proposed in [14], in which the
authors claimed that in a dense network, other topology
control is no longer effective, and their protocols achieve more
efficient transmission than normal topology control. Broadcast
on LMST (BLMST) [15] is a flooding algorithm applied to
the network topology derived by LMST with the optimization
that if a node has received a broadcast message from all its
neighbors, it will not relay the message.

The optimization of broadcasting mentioned above can
be applicable to most of the topology control algorithms
and save energy consumption significantly. Optimization of
broadcasting, though interesting, is beyond the scope of this
paper. Here, we focus on topology control itself rather than
on broadcasting processes.

Although LMST achieves good efficiency, it considers only
1-connectivity. Therefore, fault-tolerant topology control al-
gorithms have been proposed to mitigate this shortcoming.
To achieve reliability, the 𝑘-connectivity approach is adopted.
However, finding the minimum-cost 𝑘-connected subgraph
is proved to be NP-hard, for which some approximation
algorithms have been proposed. Bahramgiri et al. [16] proved
that CBTC(𝛼) preserves 𝑘-connectivity if 𝛼 < 2𝜋

3𝑘 . However,
when 𝛼 < 2𝜋

3𝑘 , the topology has many redundant edges and
consequently is not energy efficient. Fault-tolerant Local Span-
ning Subgraph (FLSS𝑘) [17] also guarantees 𝑘-connectivity if
the network has 𝑘-connectivity. As compared to CBTC(𝛼),
FLSS𝑘 shows much better performance. The computational
complexity is, however, 𝑂(𝑚(𝑛+𝑚)) where 𝑛 is the number
of nodes and 𝑚 is the number of edges. The authors derived
that if 𝑘 ≤ 3, the complexity is reduced to 𝑂(𝑚) because
connectivity testing can be operated in 𝑂(1) when (𝑘 ≤ 3)
[18]. However, this reduced complexity ignores the prepro-
cessing cost of the connectivity testing algorithm. Therefore,
the best achievable complexity is 𝑂(𝑚) for any value of 𝑘
[19]. The actual computational complexity is 𝑂(𝑚(𝑚 + 𝑛))
regardless of the value of 𝑘. Since 𝑚 ≃ 𝑛2 in a dense
network, the complexity is approximately 𝑂(𝑛4). This high
computational cost is not suitable for highly dense networks
or mobile networks.

The above proposed algorithms cannot achieve realistic
topology control. On the other hand, the proposed algorithm,
LTRT, preserves 𝑘-edge connectivity with much lower com-
putational cost, 𝑂(𝑘(𝑚 + 𝑛 log𝑛)); LTRT is consequently
more suitable for realistic networks than other fault tolerant
topology control algorithms.

III. NETWORK MODEL

We consider multi-hop wireless networks, and assume that
each node is able to gather its own location information via
GPS or several localization techniques for wireless networks
such as [20] [21].
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We represent a network as an undirected graph 𝐺 = (𝑉,𝐸)
where 𝑉 is the set of nodes and 𝐸 ⊆ 𝑉 2 is the set of edges.
Each node 𝑣 ∈ 𝑉 has a unique ID which identifies the node,
denoted by 𝑖𝑑(𝑣). We assume that each node can control
the power of its transmissions to save energy consumption.
Furthermore, we employ the unit disk graph (UDG) model,
which can be used for approximating the original network. In
this model, every node is embedded in the plane. Each node 𝑣
has the same maximum transmission radius 𝑟𝑚𝑎𝑥. Each node
𝑢 can transmit packets within its transmission radius, 𝑟(𝑢),
0 ≤ 𝑟(𝑢) ≤ 𝑟𝑚𝑎𝑥. Let 𝑑(𝑣1, 𝑣2) be the Euclidean distance
between two vertices 𝑣1, 𝑣2 ∈ 𝑉 . An edge exists between two
nodes 𝑣1, 𝑣2 ∈ 𝑉 if and only if 𝑑(𝑣1, 𝑣2) ≤ 𝑟𝑚𝑎𝑥.

A. Weight Function

Two edges with different nodes must have different weights
because different weights guarantee the network connectivity.
Given two edges (𝑢1, 𝑣1), (𝑢2, 𝑣2) ∈ 𝐸, the weight function
𝑤 satisfies:

𝑤(𝑢1, 𝑣1) > 𝑤(𝑢2, 𝑣2)

⇔ 𝑑(𝑢1, 𝑣1) > 𝑑(𝑢2, 𝑣2)

𝑜𝑟 (𝑑(𝑢1, 𝑣1) = 𝑑(𝑢2, 𝑣2)

&&max{𝑖𝑑(𝑢1), 𝑖𝑑(𝑣1)} > max{𝑖𝑑(𝑢2), 𝑖𝑑(𝑣2)})
𝑜𝑟 (𝑑(𝑢1, 𝑣1) = 𝑑(𝑢2, 𝑣2)

&&max{𝑖𝑑(𝑢1), 𝑖𝑑(𝑣1)} = max{𝑖𝑑(𝑢2), 𝑖𝑑(𝑣2)}
&&min{𝑖𝑑(𝑢1), 𝑖𝑑(𝑣1)} > min{𝑖𝑑(𝑢2), 𝑖𝑑(𝑣2)}).

B. Neighbor Set

Node 𝑣 is a neighbor of node 𝑢 if there exists (𝑢, 𝑣) ∈
𝐸. The neighbor set of node 𝑢 is denoted as 𝑁(𝑢) = {𝑣 ∈
𝑉 ∣(𝑢, 𝑣) ∈ 𝐸}. Since network 𝐺(𝑉,𝐸) is symmetric, (i.e.,
every edge is bidirectional,) 𝑣 ∈ 𝑁(𝑢)⇔ 𝑢 ∈ 𝑁(𝑣) is always
implied. Node 𝑣 becomes a neighbor of node 𝑢 by means
of the algorithm 𝐴𝐿𝐺, if there exists an edge (𝑢, 𝑣) in the
resulting topology generated by ALG. The neighbor set of
node 𝑢 generated by 𝐴𝐿𝐺 is denoted as 𝑁𝐴𝐿𝐺(𝑢). Note that
∣𝑁𝐴𝐿𝐺(𝑢)∣ ≤ ∣𝑁(𝑢)∣.

C. Bi-Directionality

A topology generated by 𝐴𝐿𝐺 is bidirectional if and only
if for any two nodes 𝑢, 𝑣 ∈ 𝑉 , 𝑢 ∈ 𝑁𝐴𝐿𝐺(𝑣) implies 𝑣 ∈
𝑁𝐴𝐿𝐺(𝑢)

D. 𝑘-vertex connectivity and 𝑘-edge connectivity

A graph 𝐺(𝑉,𝐸) is 𝑘-vertex connected if the removal
of any (𝑘 − 1) nodes does not partition the network, and
is 𝑘-edge connected if the removal of any (𝑘 − 1) edges
does not partition the network. In other words, there are 𝑘-
vertex-disjoint paths for any 𝑣1, 𝑣2 ∈ 𝑉 , or there are 𝑘-edge-
disjoint paths for any 𝑣1, 𝑣2 ∈ 𝑉 . In the case where 𝑘 = 1,
vertex connectivity and edge connectivity represent the same
property, i.e., 1-vertex connectivity is the same as 1-edge
connectivity. Generally, 𝑘-vertex connectivity is stronger than
𝑘-edge connectivity, i.e., 𝑘-vertex connectivity implies 𝑘-edge

Fig. 1. Construction of TRT.

connectivity. Therefore, most studies of network connectivity
in topology control focus on vertex connectivity. However, if
a node is dropped, the topology has to be recalculated, thus
incurring a large computational complexity. Consequently, it is
sufficient to employ 𝑘-edge connectivity, a weaker one, which
leads to a “low cost” topology.

E. Transmission range

Each node can adjust the transmission range to minimize
the energy consumption. Transmission range is controlled to
the level that can reach the furthest neighbor. Therefore, when
an algorithm 𝐴𝐿𝐺 is applied, the transmission range of each
node is:

𝑟(𝑢) = max{𝑑(𝑢, 𝑣)∣𝑣 ∈ 𝑁𝐴𝐿𝐺(𝑢)}

IV. LTRT: LOCAL TREE-BASED RELIABLE TOPOLOGY

In this section, we propose LTRT, which is a localized
version of TRT. LTRT always generates a 𝑘-edge connected
network if the original network is 𝑖-edge connected, where
𝑖 ≥ 𝑘. Also, the computational complexity is low.

Before explaining the Localized TRT algorithm, we will
briefly review TRT. Next, we explain the algorithm of LTRT,
and then prove that LTRT achieves 𝑘-edge connectivity if the
original network is 𝑖-edge connected, where 𝑖 ≥ 𝑘. We also
analyze the computational complexity; since devices in an ad-
hoc network are always constrained with low computational
power and energy, computational complexity is a crucial
concern.

A. TRT: Tree-based Reliable Topology

Ansari et al. [7] introduced the concept of Reliable Topol-
ogy (RT) which guarantees 2-edge connectivity, and proposed
an algorithm to construct RT by combining spanning trees,
referred to as Tree-based Reliable Topology (TRT).

TRT is constructed as follows. Given 𝐺(𝑉,𝑁), a connected
network topology. We first calculate one of its spanning trees,
𝑇 (𝑁, �̂�). Then, we remove all the links in 𝐸 from 𝐺(𝑉,𝑁),
and denote the resulting network as 𝐺(𝑁,𝐸 − �̂�) which
consists of 𝑛 (𝑛 ≥ 1) connected sub-networks which are
𝐺1(𝑁1, 𝐸1),𝐺2(𝑁2, 𝐸2),. . .,𝐺𝑛(𝑁𝑛, 𝐸𝑛). This follows by
the computations of 𝑇1(𝑁1, �̂�1),𝑇2(𝑁2, �̂�2),. . .,𝑇𝑛(𝑁𝑛, �̂�𝑛),
which are the spanning trees of 𝐺1(𝑁1, 𝐸1),
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𝑖← 1
Send 𝑖𝑑(𝑢) and 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛(𝑢) with maximal power
Receive the message and construct local graph
𝐺𝑢(𝑁(𝑢), 𝐸(𝑢))
while 𝑡𝑟𝑢𝑒 do

Calculate MST of 𝐺𝑢(𝑁(𝑢), 𝐸(𝑢))
𝐼𝐷(𝑢)← {𝑖𝑑(𝑣)∣𝑣 ∈ 𝑁𝑀𝑆𝑇 (𝑢)}
Broadcast 𝐼𝐷(𝑢)
𝐸𝑖(𝑢)← {(𝑣, 𝑤)∣𝑤 ∈ 𝑁(𝑣) ∩ 𝑣 ∈ 𝑁(𝑤)}
𝑁𝑖(𝑢)← {𝑣∣(𝑢, 𝑣) ∈ 𝐸𝑖(𝑢)}
if 𝑖 = 𝑘 then

break
else
𝐸(𝑢)← 𝐸(𝑢) ∖ 𝐸𝑖(𝑢)
𝑖← 𝑖+ 1

end if
end while
𝑁𝐿𝑇𝑅𝑇 (𝑢)←

∪
𝑁𝑖(𝑢)

𝑟(𝑢)← max{𝑑(𝑢, 𝑣)∣𝑣 ∈ 𝑁𝐿𝑇𝑅𝑇 (𝑢)}
Fig. 2. Operation of each node 𝑢 in the LTRT algorithm.

𝐺2(𝑁2, 𝐸2),. . .,𝐺𝑛(𝑁𝑛, 𝐸𝑛), respectively. The topology,
𝐷(𝑁,𝐸) constructed by combining
𝑇 (𝑁, �̂�), 𝑇1(𝑁1, �̂�1), 𝑇2(𝑁2, �̂�2), . . . , 𝑇𝑛(𝑁𝑛, �̂�𝑛) is
referred to as a Tree-based Reliable Topology (TRT).

The construction procedure of TRT is illustrated by an ex-
ample as shown in Fig. 1. Given a network 𝐺(𝑁,𝐸) as shown
in Fig. 1, we can construct one of its TRTs, 𝐷(𝑁, �̃�), by com-
bining 𝑇 (𝑁, �̂�), 𝑇1(𝑁1, 𝐸1), and 𝑇2(𝑁2, �̂�2), where 𝑇 (𝑁, �̂�)
is one of the spanning trees of 𝐺(𝑁,𝐸), and 𝑇1(𝑁1, �̂�1)
and 𝑇2(𝑁2, �̂�2) are the spanning trees of 𝐺1(𝑁1, 𝐸1) and
𝐺2(𝑁2, 𝐸2), respectively, which are the remaining networks
after having removed the links in 𝑇 (𝑁, �̂�) from 𝐺(𝑁,𝐸).

It can be observed that if 𝑛 = 1, 𝐺(𝑁,𝐸 ∖ �̂�) is still a
connected network; TRT is actually constructed by combining
the two spanning trees of 𝐺(𝑁,𝐸). Ansari et al. [7] suggested
to deploy minimum spanning tree (MST) to construct TRT,
i.e., in the process of constructing the TRT, all the spanning
trees are the minimum spanning trees of the corresponding
networks.

Actually, TRT preserves only 2-edge connectivity, but it can
be extended to 𝑘-edge connectivity by repeating the process
of MST calculation and link deletion. In the next section, we
incorporate the TRT concept with LMST, to construct 𝑘-edge
connected topology.

B. Construction of LTRT

LTRT can be easily constructed by applying the topol-
ogy construction phase of LMST 𝑘 times. The procedure
of constructing LTRT is composed of four phases, namely,
information exchange, topology construction, link deletion,
and transmission radius control. The topology construction and
link deletion phases are repeated until the topology achieves
𝑘-edge connectivity.

1) Information Exchange: Each node 𝑢 broadcasts a “Hello”
message, which contains its ID 𝑖𝑑(𝑢) and position, and obtains
the information of its neighbor set 𝑁(𝑢). Its edge set 𝐸(𝑢) is

calculated from the positions of 𝑁(𝑢). Each node obtains its
local graph 𝐺𝑢(𝑁(𝑢), 𝐸(𝑢)) in this phase.

2) Topology Construction: Each node 𝑢 applies Prim’s algo-
rithm independently to obtain its local MST, 𝑇𝑢

′(𝑁𝑢, 𝐸𝑢
′) by

using the weight function 𝑤, with neighbor set 𝑁𝑀𝑆𝑇 (𝑢) =
{𝑣∣(𝑢, 𝑣) ∈ 𝐸𝑢

′}, and each node broadcasts its ID set
𝐼𝐷(𝑢) = {𝑖𝑑(𝑣)∣𝑣 ∈ 𝑁𝑀𝑆𝑇 (𝑢)}. Each node 𝑢 can obtain
all neighbors of 𝑣 ∈ 𝑁𝑢 from the broadcast, and then can
fix the 𝑖th edge set 𝐸𝑖(𝑢). Topology 𝐷𝑢(𝑁(𝑢), 𝐸𝑖(𝑢)) is
an undirected graph constructed by eliminating unidirectional
edges. This elimination of unidirectional edges does not
destroy the connectivity of the network. If 𝑖 = 𝑘, i.e., the
topology construction phase is repeated 𝑘 times, we skip to
Phase 4. Otherwise, the next step is Phase 3.

3) Link deletion: Each node 𝑢 deletes the links in 𝐸𝑖(𝑢)
from its local graph 𝐺𝑢(𝑁(𝑢), 𝐸(𝑢)), resulting in the topol-
ogy, 𝐺𝑢(𝑁(𝑢), 𝐸(𝑢) ∖𝐸𝑖(𝑢)), and then we go back to Phase
2.

4) Transmission Radius Control: Each node 𝑢 can decide
its neighbor set 𝑁𝐿𝑇𝑅𝑇 (𝑢) =

∪𝑘
𝑖=1{𝑣∣(𝑢, 𝑣) ∈ 𝐸𝑖(𝑢)}.

Finally, the transmission radius 𝑟(𝑢) = max({𝑑(𝑢, 𝑣)∣𝑣 ∈
𝑁𝐿𝑇𝑅𝑇 (𝑢)}) is set, i.e., each node sets the transmission power
to the level so that it may reach the furthest neighbor.

This algorithm is summarized in Fig. 2. The example of
construction with 𝑘 = 2 is illustrated in Fig. 3.

There are some noteworthy features in LTRT. LTRT is an
undirected graph. The bulk of the computation is due to the
cost of Prim’s algorithm, and so the computational cost is
rather small. Only (𝑘 + 1) times of broadcasts per node are
required, i.e., transmission with low overhead. If the weight
of any link has a unique value, the choice on the minimum
weight edge, 𝑒, is unique, and thus the topology calculated
by Prim’s algorithm is also unique. Therefore, we can always
obtain a unique topology from LTRT.

The network can flexibly increase the connectivity if
needed. To increase connectivity from 𝑘 to (𝑘+1), each node
only needs to calculate MST once more, rather than another
(𝑘 + 1) times.

When a node joins or leaves the network, the topology will
be recalculated. However, it is not necessary for every node of
the network to recalculate its topology because the algorithm
is localized. In such a situation, the nodes that are one-hop
away from the joining node start the topology construction
phase with 𝑖 = 1 , and nodes that are two-hop away proceed
to phase 3) with 𝑖 = 2. This scheme is repeated by all 𝑘-hop
nodes. Hence, only nodes that are 𝑘-hop or less away from
the joining node need to recompute their topologies when the
network is changed.

C. 𝑘-edge connectivity

The topologies constructed in phase 2) is the same as that
of LMST. The connectivity of LMST is proved in [6]. By
using the connectivity of LMST, we show that LTRT achieves
𝑘-edge connectivity.

Theorem 1: Given a 𝑘-edge connected network 𝐺(𝑁,𝐸),
LMSTs 𝑇𝑖1(𝑁𝑖1, �̂�𝑖1), 𝑇𝑖2(𝑁𝑖2, �̂�𝑖2), . . ., 𝑇𝑖𝑛𝑖(𝑁𝑖𝑛𝑖 , �̂�𝑖𝑛𝑖),
𝑖 = 1, 2, . . . , 𝑘, and the LTRT, 𝐷(𝑁,𝐸), constructed by com-
bining all LMSTs, LTRT 𝐷(𝑁,𝐸) is also 𝑘-edge connected.
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Fig. 3. Example of LTRT operation (when 𝑘 = 2).

Proof: Given 𝐷𝑙(𝑁,𝐸𝑙), constructed by combining
𝑇𝑖1(𝑁𝑖1, �̂�𝑖1), 𝑇𝑖2(𝑁𝑖2, �̂�𝑖2), . . .,
𝑇𝑖𝑛𝑖(𝑁𝑖𝑛𝑖 , 𝐸𝑖𝑛𝑖 ), 𝑖 = 1, 2, . . . , 𝑙. We prove by induction.
𝐷1(𝑁,𝐸1) is the same as that of LMST. Therefore,

𝐷1(𝑁,𝐸1) is 1-edge connected.
Assume that 𝐷𝑘−1 is (𝑘 − 1)-edge connected for 𝑘 ≥ 2.

If any set of 𝑘 edges {𝑒1, 𝑒2, . . . , 𝑒𝑘−1} is not an edge-
cut of 𝐷𝑘(𝑁, �̃�𝑘), 𝐷𝑘(𝑁, �̃�𝑘) is 𝑘-edge connected, i.e.,
LTRT 𝐷(𝑁,𝐸) is 𝑘-edge connected. We prove this by
showing that any edge {𝑒1, 𝑒2, . . . , 𝑒𝑘−1} is not an edge-
cut of 𝐷𝑘(𝑁,𝐸). Assume edge set {𝑒1, 𝑒2, . . . , 𝑒𝑘−1} is an
edge-cut of 𝐷(𝑁, �̃�) that splits 𝐷(𝑁,𝐸) into 𝐷1(𝑁1, �̃�1)
and 𝐷2(𝑁2, �̃�2) by removing {𝑒1, 𝑒2, . . . , 𝑒𝑘−1}, but does
not split 𝐺(𝑁,𝐸). For any 𝑒 ∈ {𝑒1, 𝑒2, . . . , 𝑒𝑘−1}, 𝑒 ∈∪𝑘−1

𝑖=1

∪𝑛𝑖

𝑗=1 𝐸𝑖𝑗 is obvious because 𝐷𝑘−1(𝑁,𝐸) is (𝑘 − 1)-
edge connected and𝐷𝑘−1(𝑁, �̂�

𝑘−1) ⊂ 𝐷𝑘(𝑁,𝐸
𝑘). However,

there are some edges {𝑒1, 𝑒2, . . . , 𝑒𝑚} ∈ (𝐸∖∪𝑘−1
𝑖=1

∪𝑛𝑖

𝑗=1 𝐸𝑖𝑗)
that connect between the set of 𝑁1 and 𝑁2 like those shown in
Fig. 4, but are not the links of

∪𝑘−1
𝑖=1

∪𝑛𝑖

𝑗=1 𝐸𝑖𝑗 , since 𝐺(𝑁,𝐸)
is 𝑘-edge connected. Since the topologies constructed in the
𝑘th round of topology construction phase are connected, one
of 𝑒1, 𝑒2, . . . , 𝑒𝑛 must be in one of �̂�𝑘1, �̂�𝑘2, . . . , �̂�𝑘𝑛𝑘

. This,
however, contradicts our assumption that {𝑒1, 𝑒2, . . . , 𝑒𝑘−1}
is the edge-cut of 𝐷𝑘(𝑁, �̃�𝑘). Hence, none of the edges
{𝑒1, 𝑒2, . . . , 𝑒𝑘−1} is an edge-cut of 𝐷𝑘(𝑁,𝐸𝑘), that is,
𝐷(𝑁,𝐸) is 𝑘-edge connected.

Fig. 4. An edge cut of 𝐷(𝑁,𝐸).

D. Complexity analysis

We show the computational complexity of LTRT construc-
tion to be 𝑂(𝑘(𝑚 + 𝑛 log𝑛)), where 𝑘 is the connectivity
of the resulting topology, 𝑛 is the number of nodes which
are one-hop away, and 𝑚 is the number of links in the local
network 𝐺𝑢(𝑁,𝐸). It is the similar to that of LMST.

In the information exchange phase, each node broadcasts
and obtains the information. In this phase, adding the neigh-
bors in the local graph costs 𝑂(𝑛). Each node calculates the
length from the node positions to obtain link lengths in its
local graph, thus costing 𝑂(𝑛2). If each node 𝑢 calculates
only the link lengths between the neighbor node 𝑣 and 𝑢,
and broadcasts its length, the cost can be lowered to 𝑂(𝑛).
In the topology construction phase, each node applies Prim’s
algorithm with complexity of 𝑂(𝑚 log𝑛) [22]. If we employ
Fibonacci heap, the complexity is 𝑂(𝑚+𝑛 log𝑛) [23]. In the
link deletion phase, the deletion of a link from the network
is 𝑂(log 𝑛) because there are 𝑛 links at most for each node.
Since the node degree of any node is bounded by 6, the number
of manipulations is 𝑂(𝑛). So, the deletion cost is 𝑂(𝑛 log 𝑛).

The topology construction phase and the link deletion phase
are repeated 𝑘 times. Therefore, the computational complexity
of the proposed algorithm is 𝑂(𝑘(𝑚+𝑛 log𝑛)). Since the cost
of computation is almost the same as that of Prim’s algorithm,
the actual computational complexity is rather low, and the
algorithm can be readily applied.

E. Node movement

In our proposed algorithm, each node only uses the mini-
mum power to reduce energy consumption effectively. How-
ever, in the mobile case, a small movement may result in
the loss of connectivity. To avoid this problem, each node
can adjust the update frequency of the topology and transmit
with a larger transmission radius, according to the node’s
speed. In such a case, nodes will determine the update period
and additional margin of transmission power (i.e., the extra
power), by sharing the speed information, and by using a
probabilistic scheme like that in [6]. If the nodes are moving
too fast, this will incur too frequent updates, and the margin
of transmission power will become too large. This problem
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(a) NONE (b) LMST (c) CBTC(𝜋
3

)

(d) LTRT (𝑘 = 2) (e) LTRT (𝑘 = 3) (f) LTRT (𝑘 = 4)

(g) FLSS2 (h) FLSS3 (i) FLSS4

Fig. 5. The topologies derived by different algorithms.

may be mitigated by measuring the record of movements and
using some statistical prediction algorithm.

LTRT may employ these probabilistic scheme and predic-
tion algorithm to mitigate the problem of loss of connectivity
in the mobile case. This issue is indeed challenging that will
require further research effort and will be addressed in our
future work.

V. PERFORMANCE EVALUATION

In order to demonstrate the effectiveness of our proposed
algorithm, we evaluate the performance of LTRT via extensive
simulations, and compare it with state-of-the-art algorithms
including LMST, TRT, CBTC( 2𝜋3𝑘 ), and FLSS𝑘 . CBTC( 2𝜋3𝑘 )

and FLSS𝑘 are the typical algorithms to acquire 𝑘-vertex
connected topology. To the best of our knowledge, FLSS
shows the best performance in contrast with all other topology
control algorithms. The topology of FLSS𝑘 is nearly optimal
but the computational cost is rather high. We assume this
algorithm to be nearly optimal and to perform the best in
a localized manner.

Simulations have been conducted by using our self-made
C++ simulator for topology control. We generated a network
with nodes randomly placed in a square region, and compared
the performance of the topologies derived under each algo-
rithm. The length of the square region is 1000[m]. Each node
has a maximum transmission radius of 𝑟𝑚𝑎𝑥 = 250[m]. We
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Fig. 7. Maximum degree.

vary the number of nodes from 50 to 150 to change the node
density. Simulations are executed 100 times. Resulting values
are obtained by averaging over 100 runs of simulations.

Topologies: Fig. 5 shows the resulting topologies of the
100-node network constructed by the respective algorithms.
Fig. 5(a) illustrates that the network introduces high interfer-
ence if no topology control algorithm is applied. Among the
algorithms, LMST acquires an MST-like topology with the
least number of edges, but link failures can easily fragment
the network since the network is only 1-connected network.
CBTC(𝜋3 ) has more edges than that of LTRT or FLSS𝑘. Note
that LTRT, though results in more edges than those of FLSS𝑘,
is quite compatible with FLSS𝑘 , which provides a nearly
optimal solution.

Node degree: The node degree is defined as the number
of neighbors of a node and is an indication of the level of
MAC interference. If the node degree is smaller, the potential
interference is lower. Fig. 6 shows the average node degree
obtained by different algorithms, which ensure 2-connectivity,
namely, CBTC(𝜋3 ), FLSS𝑘, TRT, and LTRT (𝑘 = 2). FLSS2

demonstrates the best performance while CBTC(𝜋3 ) achieves
much higher node degree than other algorithms. LTRT per-
forms nearly the same as that of TRT, and the value is about
0.5 higher than that of FLSS. Fig. 7 illustrates maximum value
of node degree. FLSS2, LTRT, and TRT achieve the smallest
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maximum degree which is independent of the node density.
These results indicate that the MAC level interference can be
lowered by LTRT even in the highly dense network.

Transmission radius: Next, we compare the transmission
radius of the topologies derived by different algorithms. The
transmission radius is the longest link length of each node that
is directly proportional to energy consumption. Fig. 8 shows
the average radius. It shows that the value obtained by LTRT
is close to that of TRT, and about 5[%] higher than that of
FLSS for any node density. Fig. 9 illustrates the average of
the maximal transmission radius. Nodes in the sparse region
consume more energy than other nodes, and this result shows
the transmission radius of such nodes. Since TRT is the global
algorithm, TRT achieves the best performance. In addition,
LTRT outperforms FLSS2 to some extent.

Energy Expended Ratio (EER): We define EER as fol-
lows:

𝐸𝐸𝑅 =
𝐸𝑎𝑣𝑒

𝐸𝑚𝑎𝑥
× 100[%],

where 𝐸𝑎𝑣𝑒 is the average transmission power over all the
nodes in the network, and 𝐸𝑚𝑎𝑥 is the maximal transmission
power that can reach the transmission range of 250[𝑚]. We
adopt the model used in [6], [8], [17], 𝐸 = 𝑟2 as the energy
model, where 𝑟 is the transmission radius. Fig. 10 illustrates
EER obtained by different algorithms. This feature is almost
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the same as the average transmission radius. The difference of
the values between FLSS and LTRT diminishes as the density
increases. This is attributed to the fact that the information of
neighboring nodes can be readily acquired by each node as
the network becomes denser.

Trade-off between connectivity and fault-tolerance: Fi-
nally, we compare the node degree and transmission radius
with varying connectivity. We vary the number of connectivity
𝑘 of LTRT from 1 to 4. When 𝑘 = 1, LTRT is the same as
LMST.

Figs. 11 and 12 illustrate the node density and the trans-
mission radius, respectively. The average node degree in-
creases by about 2 as the connectivity 𝑘 is incremented by
one. The average transmission radius increases from 20% to
40%. Maintaining network reliability requires high energy, but
LTRT can minimize the increase of energy consumption and
interference.

Discussion: From these results, LTRT outperforms
CBTC( 2𝜋3𝑘 ), and it performs almost the same as FLSS, which is
𝑘-vertex connected and near optimal. Since the computational
cost of LTRT is much lower than that of FLSS𝑘, LTRT is
more desirable in the sense that LTRT achieves comparable
performance as that of FLSS𝑘, i.e., it provides a nearly optimal
solution, but at a much lower computational cost.
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VI. CONCLUSION

We have considered the broadcast transmission in ad-hoc
networks. The objective of topology control is to minimize
transmission power of each node while maintaining network
connectivity. If the topology is adequately controlled, the
resulting topology preserves network connectivity, but usually
at the cost of transmission reliability. In this paper, we have
proposed LTRT, which preserves 𝑘-edge connectivity of the
network to ensure reliable transmission. LTRT incorporates
the idea of LMST with TRT. 𝑘-edge connected LTRT is easily
constructed by repeating the topology construction and link
deletion phase. Since the computational cost of LTRT is the
same as that of required by Prim’s algorithm for the most part,
the actual computational cost is rather low. Therefore, LTRT
is readily applicable to resource constrained ad-hoc networks.
In fact, LTRT can be applied to various types of networks
because it is computationally cost effective and yields high
energy saving with reliable transmission. For example, LTRT
can be constructed without much delay because of its low
computational cost even if the processing capability of devices
is restricted. Even when the network environment changes,
LTRT can adaptively change the network connectivity.

We have evaluated the performance of LTRT through ex-
tensive simulations, and demonstrated that LTRT achieves
comparable performance to that of the near-optimal algorithm,
but at a much lower computational cost. Our evaluation has
demonstrated the effectiveness of LTRT, and we can say that
LTRT is more readily applicable to real networks than any
other existing topology control algorithms.
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