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Abstract—Wireless networks in open environment are exposed an on-demand routing protocol for ad hoc wireless networks,
to various large region threats, like the natural disasters and which provides resilience to byzantine failures caused by
malicious attacks. Available work regarding region failures gen- j,qividual or colluding nodes. Bhandari and Vaidya [8] cioRs
erally adopt a kind of “deterministic” failure models, which d th bl f reliable broadcast i irel K
failed to reflect some key features of a real region failure. In ere € problem or re |a_ e_ roadcast in a wireless networ
this paper, we provide a more general “probabilistic”’ region Where each node can fail independently. Yu and Zhang [9]
failure model to capture the key features of a region failure and proposed a novel scheduling algorithm for sensor netwarks t
apply it for the reliability assessment of wireless mesh networks. pound the service loss duration due to node failures and to
To facilitate such assessment, we develop a grid partition-based , .\ ;iqe continuous surveillance coverage even when a subse
scheme to estimate the expected flow capacity degradation from a f fail. The fast torati d tecti siimls
random region failure. We then establish a theoretical framework of sensors a_" e fast restoration and protection ag
to determine a suitable grid partition such that a specified and node failures have also been explored recently, see, for
estimation error requirement is satisfied. The grid partiion example [10]-[13].
technique is also useful for identifying the vulnerable zones  Most of available network survivability studies are based
of a network, which can guide network designers to initiate o, one common assumption that failures are random and
proper network protection against such failures. The work in . d dent. which failed t flect | . Th
this paper helps us understand the network reliability under a Indepen en., which failea to re _eC many rea scen.arloe
region failure and facilitates the design and maintenance of future real-world disasters or attacks, like the earthquake,i¢arme,

highly survivable wireless networks. physical bomb explosion or electromagnetic pulse (EMP)
Index Terms—Wireless mesh networks, region failure, network attack [14], [15], always happen in a particular geographic
reliability. location and result in the so-calleegion failure ( [16]-[26]).

Under a region failure, multiple network components may
simultaneously corrupt but they are geographically cates
|. INTRODUCTION and constrained within a specific region. Thus, it is impuairta

In recent years, the wireless mesh networks have increfgtake into account the geographical information of neksor
ingly gained interests in both academia and industry. Asi the study of such failures, and some research has been
promising and flexible networking technology, the wirelesgonducted to understand the impact of region failures oradwir
mesh network is expected to support data communicatiop@ckbone networks ( [19]-[26]). In this paper, we focus on
for some important and mission critical applications, ltke the reliability assessment of wireless mesh networks uader
disaster relief and battlefield headquarter constructbme random region failure.
to the nature of wireless communications, the nodes therelhere are few related works concerning region failures in
are exposed to various hazards [1]-[3], such as the natupdleless networks. Seet al.in [16], [18] explored the region-
disasters and malicious network attacks [4], [5]. Thus, ti@sed connectivity issue in wireless networks and showed ho
pre-active evaluation of network reliability and surviilagp to adjust the transmitting power to maintain a region-based
against network failures becomes essential for the desig@nnectivity in presence of region failures. This work was
and maintenance of future highly survivable wireless med#rther extended into multiple region failure model (MRFM)
networks. [17], where the failures are no longer confined within a @ngl

In the light of failure inevitability and its detrimental "€gion. Xuet al. in [27] adopted the percolation theory to
consequences, many studies have been dedicated to tha dedigracterize the spread of correlated failures in large-wir
of failure-resilient networks. Stefanakesal. in [6] examined €SS networks, and analyzed the condition under which an
the routing issue in networks that require guaranteedaiéitia initial node failure will/will not permeate the whole netvko

against multiple link failures. Awerbuokt al.in [7] proposed Azimi et al. in [28] addressed the problem of building data
redundancy with the minimum communication cost in a sensor
Copyright (c) 2011 IEEE. Personal use of this material is peeci nhetwork, where many nodes may simultaneously fail due to a
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with the concerned failure region will always be destroyed Failure Probability P
(i.e., destroyed with probability 1). However, the real picgl V2
attacks (such as physical bomb explosion and electromiagnet j2B
pulse (EMP) attack) or natural disasters (such as eartlequak :
hurricane and flood) rarely have a deterministic nature. The
probability that a network component is affected by an &ttac i
depends on various factors, like the distance from the lattac . r ,Z er
center to the component, the topography of the area around
the component, the component’s specifications, etc. Irt ligh

v

Pu

of the fact that such attacks have probabilistic rather than

deterministic effects on network components, a probdiailis

failure model would be more suitable for networ_K rc_eliaIiniF Fig. 1. Probabilistic Region Failure Model
study under such attacks. In fact, the probabilistic region
failure model has been recently employed for the reliapbilit
study of WDM backbone networks [25]. In [25], Agarwet estimate its impact on network reliability.
al. considered a simple probabilistic failure model, in which
network components within the impact radius of the disastﬁ
fail with a fixed probability while other components furthe
away do not fail.

The rest of this paper is outlined as follows. Section Il in-

bduces the general probabilistic region failure model tire

r|oroblem formulation of expected flow capacity degradation.

In Section Ill, we develop a grid partition scheme to estanat
The “deterministic” failure models in [16]—{20], [20], [21 the average performance degradation caused by a random

[28] and the probabilistic model in [25], although simpledanregion failure, and also provide the theoretical analysis o

easy to use, neglected two key facts of real-world regiqRe estimation error from using such grid partition. Secid

failures: network components can only be destroyed wifitesents the numerical results to validate the new regianda

certain probability (not always probability 1), and more-immodel and the grid partition scheme. Finally we conclude thi

portantly, such failure probability of a network componensaper in Section V.

tends to monotonously decrease as it is farther away from

the region center. Based on this observation, we believe a I

“probabilistic” model addressing these two key featurdsive ) ) . ) o .

much more suitable for network reliability study. In thispes, .In this section, we first define a general probabilistic regio

we consider such a probabilistic failure model and applpit failure model, then formulate the expected flow capacity

assess the reliability of wireless mesh networks. Actyally degradation from such a failure as a network zone partition

similar model has just been proposed recently in [26] for tHgoblem.

reliability study of WDM optical backbone networks, where

each optical fiber link is treated as a compound componeft probabilistic Region Failure Model

consisting of consecutive amplifiers and the failure prdigb

. MODEL AND PROBLEM FORMULATION

It is notable that one common feature of real-world attacks
?hke the physical bomb explosion, E-bomb or EMP attack)

center. The main contributions of this paper are as follows.iS that the power of such an attack gradually attenuates from

« We provide a general and more realistic probabilistiéS center area to outer area. Due to this common feature, the
region failure model to capture the key features of regidi¢gion failures caused by such attacks always share two com-
failures, which covers the deterministic failure models if"0n behaviors, i.e., a network component near attack center
[16], [20] as special cases. will fail with high probability (may not always probabilit{),

. Based on the new failure model, we formulate the ex@nd such failure probability tends to monotonously de@eas
pected flow capacity degradation problem in wirelesd it is farther away from the attack center. _
mesh networks as a network zone partition problem,TO emulate these common failure behaviors, we introduce
which is hard to solve for a large network. We thei€re a general probabilistic region failure model.
develop a grid partition scheme to efficiently estimate the Definition 1. (Probabilistic Region Failure Model) con-
expected flow capacity degradation from a random regi@#pts of a set ofA/ consecutive annulus, defined by/
failure. The grid partition technique can also help us goncentric circles with radius;, i = 1,..., M, as illustrated
identify the vulnerable zones of a network. in Fig. 1. A network component (like a network node) falling

« A theoretical framework is further established to analyz&ithin i-th annulus will fail with probabilityp;, where annulus
the estimation error from using the gr|d partition techare Sequentia”y numbered from the failure center. To mimic
nique, which can guide us to determine a suitable grfge above behaviors, the following properties hold par
partition such that a specified estimation error require- - The probabilityp; is monotonously decreasing, i, >
ment is satisfied. pir1,t=1,....,M —1.

« We demonstrate through extensive theoretical and simu- - The region failure is only confined within the circle area
lation studies that neglecting probabilistic behavior of a  of radiusrj,, beyond which the failure probability is
region failure may significantly over-estimate or under- regarded as 0.



It is noted our probabilistic region failure (PRF) model is
different from the previous “deterministic” failure modein
the sense that: 1) it is more general as it covers the former
single circular model in [16], [20] as a special case ; 2) it
is more realistic as it reflects the monotonously decreasing
trend of failure probability for real region failures; 3) i
more flexible and can be configured with different parameter
settings to adapt to various realistic scenarios.

Remark 1: The PRF model aims at characterizing network
component failures caused by large region physical attacks
(such as physical bomb explosion and electromagnetic pulse
(EMP) attack) or natural disasters (such as earthquakei: hur
cane and flood). Under such a region failure, multiple networ
components (nodes) may simultaneously corrupt but they are W1=W,=W3=C w,=ws=we=(1-(1-p)*)-C;
geographically correlated and constrained within a specifi w;=(1-(1-p)°)-C; - We=wo=w,o=p-C;
region. It is notable that, however, under some kind of net-
work attacks, the induced network failures may be temporaﬂ?' 2
and not permanent, and the affected network nodes may be
geographically independent and may not be constrained ifnddel to partition the overall network area into some digjoi
SpeCifiC region. Furthel’, the attacker may just attack tha d%nd uniform region failure location (RFL) zones.
traffic of the compromised node without physically destngyi  Definition 2: (RFL Zone) A RFL zone is a network sub-
the node. This kind of network attacks are beyond the scoggea that any PRF with center falling within it will always
of this paper, and some related work can be found in [23hduce the same impact (i.e., the same flow capacity degrada-
[30]. tion) to all the concerned flows.

Remark 2:For the simplicity of analysis, the PRF model For a simple scenario of having only one flofv with
here assumes that the failure probability of a component dgpacityC'; and 3 nodes, such RFL zone partition is illustrated
only determined by its distance to the failure center whilg Fig. 2, where the network region is divided into different
neglecting the effects from other issues, like the comptmenrEL zones{Z;} with impacts{w;}, i = 1, ..., 10.
protection issue, component's specification issue, theg@  Based on the area of each RFL zone and its impact on
phy issue, etc. flow capacity degradation, we can easily evaluate the dveral

Without loss of generality, in the following we focus onECD of all concerned flows under a random region failure.
the simple two-annulus PRF model witf = 2, p; =1 and  For a network with coverage areé suppose we have already
p2 = p to simplify the presentatioh. divided network region into different RFL zondsZ,} with

different areaq|Z;|} and impactgw;}, then the overall ECD
B. Problem Formulation w can be determined as

RFL zones Z;} and their impact{w;} of a flow

Based on the above PRF model, we will assess the reliability w— Z @ - (1)
of a wireless mesh network under single random region filur Z A

In this paper, we qhoose to explore Fhe Impact Of. region rfg'.lul—fere |Z:|/Z is just the probability that the PRF'’s center falls
upon some specified key flows (like some mission critical.’
ithin the RFL zoneZ,.

flows), and take the expected flow capacity degradation as mel_o apply (1) for the evaluation of ECD, we need to find
network reliability metric?. Here, the expected flow capacity '
T out all the RFL zones. Such RFL zones depend on many
degradation is measured over all concerned flows aftermeg%%lctors like the node topology distribution (e.g., dissn
failure happens_ .bUI. before initiatipg the network recovergmong’ nodes, number of nodes), flow distribu.ti(.),n (routing
mechanism, so it indicates the possible worst case perfwmapath for each, concerned flow nljmber of nodes per flow)
degradation after a region failure. This problem can be ddﬁnand also parameter settings (;f the PRE modél &nd r; '
as follows. . v
Expected Capacity Degradation Problem: For a given i1=1,...,M). Suppose the number of nodes of all concerned

: - . .~ . flows is NV, then we can see that total number of RFL zones
network and the routing/capacity information of some siesti can be as high a8((1M-+1)Y) in the worst case. Also, findin
flows in it, calculate the expected capacity degradatiomese g : X 9

) : all these RFL zones and calculating their area involve aflot o
flows under a random region failure.

To solve the Expected Capacity Degradation (ECD) proVsary comphcat.eq geometric operatlons.. In the next seatien
i . ! esent an efficient scheme for the estimationvof
lem, one straightforward approach is to first apply the PRE

1For a small area around the region failure center, the fajwobability . ) . ESTIMATION OFECD ) »
there can be high enough to be approximated as 1. In this section, we first introduce a grid partition-based

' 2Some other metrics can also be_adopted for netwqu relial_niﬁajuation, scheme for the estimation of ECD, then provide a theoretical
like the vertex based degree centrality [31], the operati@zD pairs or paths,

the minimum shortest paths [32]-[34], the critical verteged35]-[37] and analy_SiS on the estimation error from using such grid partit
pairwise connectivity [38]. technlque.



A. Grid Partition-based Estimation for ECD

Without loss of generality, we assume that the network
coverage area is abx b square. We apply a grid to evenly
divide theb x b square inta: x ¢ small cells{S;,j = 1,...,c¢*} ]
with side lengtha = b/c each, as illustrated in Fig. 3. Based
on this grid partition, one simple way to estimate the ECD of |
some concerned flows is to regard each cell here as a “RFL”
zone and take the impact of its center point as the impact of
this cell. In this way, we can get an estimation of ECD based
on the Eq. (2).

Suppose that the set of concerned flows &g,k =
1,.., K}, and let(z},y;) be the central point of;, cell Sj,
and letwy, (z,y) be the induced impact on flof, when PRF
center is at poinfz, y). Then the grid partition-based scheme
for obtaining an estimatior of ECD can be summarized as

the following Algorithm 1. Fig. 3. lllustration of network grid partition and ECD estitiom error for a
flow with only two nodesA and B. The cells of cases 2 and 3 will introduce
ECD estimation error while the cells of cases 1 and 4 will not.

B case 1cell case 2 cell
% case 3 cell case 4 cell

Algorithm 1 ECD Estimation:
Input: The network grid partition information, flow distribu-
tion and failure model parameters; 1,..., K} can be expressed as

Output: ECD estimation;
ZZ / wp (o ydedy  (2)

1. w<=0; k=1j=1" 7 (@.Y)ES;
2. for k=1to K do
3. for j =1toc? do
4. calculatew;, (x g,yj) ZZ// wy, (x5, y;)dedy  (3)
5. W=+ (a®/b%) - wy, (x5, y5); k=1j=1"J(@v)es;

fi L
6 end for If we use A to denote the estimation error af, then we
7. end for have
8. return w;

= Iw o]

In the Algorithm 1, we take the central poujtr],yj
of cell S; as the sampling point and simply use its impact = Z ‘b2 Z//
wy, (x J,yj) as an approximation of the impact of all other k=1
points in S;. Since each cell here may not be a RFL zone, (4)
such approximation will cause an estimation error betwe
w and w. For a flow with two nodes and capacityy, a
partition cell S; that intersects with three RFL zones ther
is illustrated in the Fig. 3. Notice that the three RFL zon
intersecting withS; have distinct impacts of Op - Cy and
(1-(1-p)?) - Of, respectively. Thus, talking the impact
p-Cy of the center(z},y;) of S; as an approximation of the Ay, = ‘bQ Z// (wy, ( T3, Y;) —wyy (a;y))dxdy‘
impacts of all other points (can be 0 ¢r — (1 —p)?)-C (z.y)€S;

wfk ]7y_]) wfk(xy dxdy’
WY)ES;

S'he (4) indicates that the overall estimation erfors no more

than the sum of estimation error for the ECD of each flow.

ft we useAy, to denote the estimation error for the ECD of
ow fi, then we have

here) will induce estimation error in the calculation of ECD (5)
w.

In the next subsection, we provide a theoretical model on the Z ’ 12 // ’wfk 23, y;) — wy, (z,y) dﬂ?dy‘
possible estimation error that the Algorithm 1 may intragluc
in the estimation ofv. Such a model can help us to determine (6)

a suitable grid partition (i.e., a suitable cell sizesuch that

a specified estimation error requirement is satisfied. The (6) says that the estimation errary, for flow fy is

upper bounded by the sum of corresponding estimation error
introduced in each cell. If we us(és;' to denote the maximum
difference between the average impact (fiy) of any two

B. ECD Estimation Error Modeling points in S, i.e.

Based on the grid partition introduced above, the EGD s; {w;, (z,y)} — in {w;, (x,9)} ()
and its estimationi for the set of concerned flow§fy, k = I T (yes, VOB YT T TN VAT Y



then we have can be determined as

1 0 casel:ifg, >1
— wy, (2%, yF) —wy, (z, dxd’ 9k =5
)bQ //(z,y)esj ( fk( J y_]) fk( y)) Y Cy - g™
< [ s - wa )]y ag = o cese 2o =0 A=t an
1 (z.y)€S; Cr-q™ - (1 —4 )
< B // Aijdxdy case 3: ifgy, = 0,hy = 0,my > 1,
. (z,y)E€S; 0 case 4: ifg, = 0,hy = 0,my = 0.
S;
- ?Afk ®) whereq = 1 — p is the non-failure probability of a node
o falling within the outer annulus defined by the simple two-
Combining (4), (5), () and (8), we have annulus PRF model in Section Il.A. The (11) indicates ciearl
K P that only the cells of the cases 2 and 3 will introdgce ECD
A< ZAM < ZZ lAsj ) estimation error for the flowf,, as illustrated in the Fig. 3.
— P 2 T Let ux()\) denote the total number of cells of the cake

with n;, = A, and letvy (53, ) denote the total number of cells

The (9) shows that we can control the overall estimatic?f the case3 with mj, = § andn;, = v, then the overall ECD
error A by properly selecting the number of celts (or estimation error for the flowf;, is given by

equivalently the sizew = b/c¢ of each cell) in the grid- )
partition based ECD estimation. Lét, denote the capacity 1 A5
of concerned flowfy, k& = 1, ..., K, then we can define the Z it
following ECD estimation error bounding problem. ng
ECD Estimation Error Bounding Problem: For an error = —2’“ - (z:uk(/\)qA + Z vk(ﬁ,y)(l — qﬂ)q’y)

requirement > 0, to determine a low bound on the number ¢ A>1 B>1,7>0
of cells¢, such that when: > ¢. we can always guarantee (12)
that

K 2 1 g K . . ) ]

A< Z Z ?Af; <e- Z o (10) D. Counting the Cells with Estimation Error
k=1j=1 k=1 The (10) and (12) indicate that to solve the overall esti-

mation error bounding problem, we need to determine the
values ofuy(A) and v (3,~) for each flow f, with A > 1,
?2 1 andvy > 0. However, determining the exact value of

(\) and v, (S,~) for each flow f;, is still a very difficult
ask, which involves the complicated geometric operatimon t
identify the relationship (intersecting or containing)tvweeen
cells and annulus boundaries of a flow. We instead provide
here a tractable upper bound to efficiently approximate the
ECD estimation error in (12).

Based on the simple two-annulus PRF model introducedNotice from the Fig. 3 that the effect of a PRF upon a
in Section II-A, we can easily see that the area aroundnatwork node is defined by the two annulus around the node,
network node can also be divided into two same annulus @sd our basic idea here is to first derive a general “node-
shown in Fig. 3), where a PRF with center falling within théevel estimation error” for each node of floyy based on the
inner annulus (resp. the outer annulus) will cause the noihgersection between its two annulus and cells around tde,no
to fail with probability 1 (resp. probability). Thus, for a then apply the node-level estimation error of each node to ge
given flow fi,, whether a cell will introduce ECD estimationa general bound on the ECD estimation error of this flow.
error for this flow depends on how the cell intersects with To get a general node-level estimation error for each node,
the boundaries of the outer annulus and inner annulus of @& need to identify all the cells around a node that will
the nodes of this flow (hereafter, we call these annulus ‘&®ntribute” to the ECD estimation error. For this purpose,
the annulus of this flow). To characterize such intersecti@onsider a tagged nodé and one its neighbor nod® that is
between a celb and the annulus of flov, we define a four- d,,,. away, as illustrated in Fig. 4. Here thig, . is defined
tuple (mu, nk, hi, gx), wWhich indicates that the cell partially as the maximum distance between any two neighbor nodes of
intersects with the boundaries af, outer annulus and;. any flow, which is controlled by the maximum communication
inner annulus of flowf,, but it completely falls within other range (or power) of the network. We ugs! andCZ,,, C2
nx outer annulus angy, inner annulus of the flow. andCZ,, to denote the inner annulus and outer annulustof

Based on the four-tuplémy, nk, hy, gx) for flow f; and a and B, respectively. Then the cells that may introduce ECD
cell S, the Ai defined by (7), i.e., the maximum differenceestimation error to the nodé can be defined by the following
between the average impact (¢p) of any two points inS, variables:

The (10) indicates that to determine the lower bounfor
a givene, we need to identify each cell that has non-zero ter
Af;f (i.e., the cell that introduces estimation error) and atso
determine the total number of such cells, as discussed in

following subsections.

C. ldentification of Cells with Estimation Error



TABLE |

QD

a} @1 AND 7o
1 dimax Uy > 2,1 . ,
_ Apax ST — 11 &1, <317 Iﬂl— [ﬂ]_ 1 dmax
] — or dpax <21, &1, > 31y 0 4 a 4 708 2r,
1 ' 2
[ 21 <dpgy <1, =1 &1, > 31 0 4 Iﬂ]
] \ ad ’ 4 2 2 2
— 2 2r]1 d +n-
] ay 7y =1 <dpmax ST+ 4[—11—112 4[£l—cos’1M
a aln 2diaxT
2
[ I max > 12411 4 [—1] 0
[ [ E | | a
/ /
TABLE I
T\R ©1 AND g
\‘//) _ _
dmaz U1 V2
2r2 5 2ra7 1 d
dmax < 2rp | A[Z72] — 02 | 4[=72]; arccos e
27
_ _ d > 2r 4[=2 0
Cell &Total Number: i, H g max 2 [=2]
B2 v, )

Fig. 4. lllustration for the cell counting, where the distanbetween the W€ have
nodesA and B is fixed asdqz, and the network is partitioned with cells
of sizea each.

G (Tu+ Y w@n-a))
A>1 B>1,v>0

« v1: the number of cells partially intersecting with the < N, NEE, (14)

boundary of C4,, but not completely falling within
cBucs

out*

« U3 the number of cells partially intersecting with theE. A Lower Bound for Estimation Error Guarantee

(E):%undary ofC7,, and completely falling withinC>, U By combining the (10), (12) and (14), we can easily prove

“out* ) ) ] ) the following theorem regarding a lower boundof ¢ for a
« uy: the number of cells partially intersecting with thespecified error requirement

b%undarg/ ofC{;, but not completely falling within the " theorem 1:For a specified error requirement- 0, we can
CB uC

< Lout ) ) determine a lower bound, for c as follows such that when
o tp: if @y > 0, uy is defined as the total number of. > . he (10) always holds.

cells that partially intersect with the boundary @f}, 1) WheNdoas < 72 — 71 & 79 < 371, OF dypas < 211 &
and completely fall within theC2 U CB,,. In the case ry > 3 - - -

n out*

w1 = 0, uy is the number of cells that partially intersect

with the boundary ofC#, and not completely fall within e = +
the CE. embd 1 Ch
For the example shown in Fig. 4, we can easily prove that K d
. . maxr 2

thewy, ug, v; andw, there are given by the formulas in Table | X Z NiCy (7‘1(77 — arccos o )(1—p)
and Il k=1

Remark 3:The v_alues ofi1, Ge, U1 andv, in Tables | and +  ro(m — parccos dmar) . ) (15)
Il are only determined by the network parametéys,., 1 2
andry and thus independent of flows. 2) when2ry < dmae <719 — 71 & 79 > 311,

Remark 4:For the tagged nodel and its neighbor node X
B in Fig. 4, the boundaries of their outer annulus are not 8 9
. - 4, d : = — e Y NiCi(rm(1 - p)
intersecting with the network boundary. Thus, the resuits i T enb ZkK—l Cy =
Tables | and Il represent the maximum valuesugf us, 71 B 7d
and vs. + ro(m — parccos ;ww) ~p) (16)

Based on thei, uq, 77 and v, in the Tables | and II, we T2
can defineNEE, (i.e., the node-level estimation error for 3) whenry —ry < dyae < 72 + 71,
each node of flowf;) as 8

c = K
NEE), = C—,f < (u1q + U2q® + V1p + Vapq) (13) . emd ) =1 Cr
d2 2 .2

We now show that theVEE) can be used to establish an X ZNka (rl(w — arccos W)(l —p)
upper bound for the overall ECD estimation error (12) of the k=1 mazT1
flow fi, as summarized in the following lemma (See Appendix d?, .+ 72 —r3 9
for the proof). R ¥ M (1=p)

Lemma 1:Given the PRF model parametersandr,, cell dimax
side lengthu, then for any flowf;, with N, nodes] < k < K, + ra(m — parccos 2y ) ) an
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IV. NUMERICAL RESULTS (a) Average Impact Ratio vs:2 /71
In this section, we first verify the efficiency of the ECD
estimation scheme through simulation, then apply it to ssse 03¢ s pl=1,p2=1 -]
the network reliability under the new PRF model. 025 | .
A. Simulation Setting B oozf e i 006, p2=075 ]
<
We developed a simulator in C++ to simulate the impact £ ;51 L
of a random PRF upon on some specified flows. Similar to & e :
the settings used in [16], we consider a random network with & 01} . - PI=0.95,p2=025
32 nodes, in which the coordinates,(y) of each node are }
uniformly generated in 2000 x 2000 m? field. We randomly
generate eight flows, where the number of nodes per flow is

drawn randomly irj3, 5], each link distance is drawn randomly &0 8 . circllg(:adius . 120 140
in [100,400] m, and the flow capacity is drawn randomly in

[3, 10] Mbps. The final network graph for simulation is shown
in Fig. 8a, in which the maximum distance between any twd?- > PRF Model and “Deterministic” Failure Models.
neighbor nodes of any flow is determineddag,,, = 360.555.
The metric adopted for performance evaluation is the aeer
impact ratio, defined as

(b) Average Impact Ratio v3:;

a . . o
831 = 0.95,p; = 0.75), and this estimated ratio increases to
0.141 when bothp; andp, are regarded as 1 there. It is also
w . . .
= (20) interesting to note that as, (or r2/r;) increases (and thus
k=1 Ck failure region becomes bigger), the estimation gap between

The simulated average impact ratio was calculated as € probabilistic model and the corresponding “deterrtitiis
average value of ten batches of simulation results, whe?ges tends to increase sharply, and such gaps can be very

each batch consists of one million random and independé&ignificant if the probabilistic feature of region failure mot
simulations. properly “rounded-off”.

AIR =

B. PRF Model and “Deterministic” Failure Models C. ECD Estimation Scheme Validation

To illustrate how the general PRF model is different from To verify the ECD estimation scheme, further simulation
the “Deterministic” failure models, we first conducted a simwas conducted under the simple PRF modelpaf£ 1, p; =
ulation under the general parameter setting (for, p2). The p). The parameters used in the simulation are summarized
Fig. 5 illustrates the variations of average impact ratithwlie in Table Ill, where each case of parameter setting is corre-
parameters$ry, 2, p1, p2), Where the setting®; = 1,p. = 1) sponding to one individual case discussed in the Theorem 1.
and(p; = 1,p2 = 0) correspond to the “deterministic” modelWe verified the ECD estimation scheme under two error
scenarios. requirements ot = 0.01 ande¢ = 0.005. The corresponding

The results here indicate clearly that the “deterministicSimulation results and estimation results from our scheree a
models, although simple and easy to use, may result Sammarized in the Table IV.

a significant overestimation or underestimation of network The Table IV indicates clearly that when we set c., our
reliability. For example, when we set/r; = 3.6 in Fig. 5a, scheme could provide an efficient estimation for the average
we get an average impact ratio 0f102 with the setting of impact ratio, and the induced overall estimation errorugaghs

(p1 = 0.95,p2 = 0.25), while this ratio decreases @032 less than the specified. It is also notable that for each
with the setting of §; = 1,p> = 0). Regarding the results test case here, the actual error between the simulation and
of fixed ro/r; in Fig. 5b, we can see that when = 80, estimation results is several orders smaller than the fipeci
the average impact ratio is estimated (a$16 for the case e. This very small overall estimation error (and thus a very



TABLE Il 0s ‘

FAILURE MODEL PARAMETER SETTINGS S
045 F  r1=100 _4—"J'.r2/rl:7 ]
P 1 T2 04 F _,-" E
case 1| 050 | 50 | 100 o ossh 1
case 2| 0.35| 80 | 200 g e R
case 3| 0.25 | 100 | 500 g 03f e r20m=5
case 4| 0.75 | 180 | 200 g ot e 3
case 5] 0.15 | 200 | 600 & ool ~ T 2/1=4 |
case 6] 0.10 | 200 | 700 g P
& O015F Pl E
/,' o r2/r1=2 ;
TABLE IV o1t /- ey
COMPARISON BETWEEN SIMULATION AND ESE;I'IMATION RESULTS FOR 0.05 7/,,;)(" T e KX 2/r1=1 13
MODEL VALIDATION , C' = Zk:l Cr S
0 01 02 03 04 05 06 07 08 09 1
w/C w/C A/C Ce failure probability p
case 1| e¢=0.01 | 0.0201332| 0.0200634| 6.98e-005| 126
€ =0.005 | 0.0201248] 0.0201419] 1.70e-005| 252 Fig. 6. Average Impact Ratio vs. Failure Probability
case 2| e=0.01 0.05511 | 0.0550707| 3.93e-005| 199
€=0.005 | 0.0551315| 0.0551305| 1.03e-006| 398
case 3| e¢=0.01 | 0.160276 | 0.160349 | 7.28e-005| 284
€ =0.005 | 0.160279 | 0.160315 | 3.62e-005| 569
case 4| e=0.01 | 0.106664 | 0.106649 | 1.47e-005| 295
€=0.005 | 0.106683 | 0.106636 | 4.70e-005| 590
case 5| e=0.01 | 0.193783 | 0.193646 | 1.36e-004| 350 o
€=0.005 | 0.193819 | 0.19378 | 3.96e-005| 701 g
case 6| ¢=0.01 | 0.189801 | 0.18987 | 6.90e-005| 346 g
€=0.005 | 0.189838 | 0.189847 | 9.57e-006| 693 E
g
©
safec.) are due to the following factors. The first factor is
that the maximum possible estimation error (rather than the _
real estimation error) of each cell is adopted in the evalnat o ‘ ‘ ‘ ‘ ‘ ‘ ‘
of the overall ECD estimation error (Eq. 12). The seconddfiact t o152 25 3 35 4 455

outer circle radius / inner circle radius (r2 /rl)

lies in the estimation of the number of error-inducing cétls
(13), in which only the maximum values far, and v; are Fig. 7. Average Impact Ratio vss /1.
considered, while the errors of other cells are approxithate
througha, andvs. The last factor is that the distance between

any two neighbor nodes is always regardeddas. in the . _ 100 a non-negligible difference between the average

Theorem 1, which helps us to derive an unified and Closﬁﬂpact ratio of ro/r1 > 1 (ra/r =2,4,5,7) and that of

form for[mula for c. but leads to an overestimation for th%/r1 — 1 can be observed even for a very small value of the
parameter.

failure probabilityp. For example, whep = 0.2, the average

The above results indicate that our ECD estimation SCheri‘Fﬁpact ratio of the scenarie /71 = 2 is 0.050, which is nearly

and the related theoretical framework for estimation errqrs¢ iimes as that of the scenarig/r, = 1 (0.032 there); for
bounding, although may lead to a “conservative” estimatiqfie case thap — 0.35, the estimated ratio of the first scenario
for the overall ECD, are simple and efficient. To apply suchy 69) is nearly1.94 times as that of the later case.(32).
scheme, we just need to divide the network area ntoc  The Fig. 6 also shows clearly that as or p increase, the
cells and S|mply use t.he cent_ral point of eagh cell to Catemaﬂifference between the average impact ratio-gfr, > 1 and
the ECD metric, which avoids the complicated geometrigat of,., /-, — 1 increases sharply. This results indicates that
operations for the identification arld area evaluation of all,an for a very small failure probability, the probabilistic
RFL zones. As long as the cell sizeis small enough (0r o ter annulus part of a PRF may significantly affect the diera
equivalently the number of cells is big enough such that houvork capacity.

¢ Z CE).’ our scheme can always result in a very efficient When failure probability is set as = 0.5, the relationship
estimation for the ECD with an error upper boundedeby between the average impact ratio ang’r: is illustrated in
the Fig. 7. We can see from the figure that in general;;,as
ﬁ{greases, the average impact ratio becomes more sensitive
to the variation of the ratio,/r. For example, whem; /ry
varies from 1.6 to 3.6, the estimated ratio for the scenafio o
) ) r1 = 100 varies from 0.056 to 0.159 and that for the scenario
D. Average Impact Ratio vs. Failure Model Parameters of r, = 200 varies from 0.162 to 0.404, respectively. The
The Fig. 6 shows the relationship between the averagesults here also show clearly that for the cage- 450, the
impact ratio and the failure probability under different average impact ratio is not sensitive to the variationofr;
settings ofry /71, where the setting,/r; = 1 corresponds to anymore as it increases beyond the peiptr; = 4.4. This is
a “deterministic” model. We can see from the Fig. 6 that withecause that wher, andr, are large enough, the PRF starts

are obtained based on our ECD estimation scheme, wh
the simple PRF model ofp{ = 1,p, = p) and an error
requirement ok = 0.005 are assumed.



work in this paper will contribute to the future network dgsi

r‘gh and planning against possible region failures.
Some possible extensions of this work are:
i « Routing issue: Notice that our framework in this paper
seale can be applied to evaluate a network with a given routing

strategy. How to apply this work and the corresponding

results (like the vulnerable network zone distribution

information) to find efficient and region failure-tolerant

(a) Network topology (b) Vulnerable zone distribution ; ; ; ; ; ;

(K = 8, dyy = 360.555) (1 = 200,72 = 600, a = 40) routing algquthm tq alleviate the impacts of region fadur

0 8. Network tonol dvuinerable network st imated can be an interesting work.

1g. o. etwork topology and vuinerable network zone on estimate . . H H

by our scheme. o Recovery issue: We onIy_conS|dered the PRF impact
before network recovery (like topology reconfigure and

flow rerouting), so it only indicates the worst case net-

to cover the whole network area and thus all the flows. A Work performance degradation. How to extend this work
more careful observation of the Fig. 7 indicates that eveh wi {0 estimate the network performance degradation (like

—Low

a PRF ofr; = 360 (roughly same as thé,,., = 360.555) the flow capacity degradation) after network recovery
and r,/r, = 2.4, we may achieve an ovei0% reduction deserves further study.

(e, AIR > 0.5) to the overall capacity of the concerned * Reliability under other metrics: To have a more deeper
flows. understanding of network reliability under PRF, another

future work is to extend the framework established in this
paper to further evaluate the network performance degra-
E. Vulnerable Network Zone Identification dation under other metrics, like the pairwise connectivity
In our grid partition-based ECD estimation scheme, we [38], critical vertex/edge [35]-[37], etc.
divide the whole network area equally intox ¢ cells, then
take the central point of each cell as the sampling point and APPENDIX
use its impact to approximate the impact of the cell. Thus, PROOF OF THELEMMA 1

one attractive application of the estimation scheme is that Based on the (12) and (13) we know that to prove the (14),

helps us to identify the geographical distribution and 9ife \ye just need to show that for anfy the following condition
the vulnerable network zones. holds

For the network adopted in our study (Fig. 8a) and the
setting of ¢; = 200,7, = 600,a = 40), the vulnerable

L. . . .. A
network zone distribution estimated by our scheme is illus- SuN+ DY wB1 -7
trated in Fig. 8b. Based on such vulnerable network zone Azl B21,720
distribution, one can also easily identify the most vuliéza < N (ﬂlq + U2q® + D1p + 1721%1) (21)

network zone(s), i.e., the zones in which each cell therdheas

) . . From the discussion in Section I1I-C we know that only the
biggest impact to the network flow capacity. Such vulnerable . o L7
o ells of cases 2 and 3 in (11) will introduce the ECD estinratio
network zone distribution and the most vulnerable networ

zone information will be helpful for network designers té-in error. We first consider the first term regarding the case I2 cel

. ; . - in the left side of (21), i.e., the termy_,., ux(\)¢*. Since
tiate proper network protection strategy against regidorks. the d,...., is the maximum distance between any two neighbor

nodes of any flow, it is trivial to see that,(1) < N - u;.

V. CONCLUSION AND FUTURE WORK Based on the definitions af; anda., and also notice that*
In this paper, we proposed a more realistic probabilistifonotonically decreases asincreases, we have
region failure (PRF) model to capture some main features of Zuk()\)qA < Ny (alq 4 a2q2) (22)

geographically correlated region failures, and then daged =
a framework to apply the PRF model for the reliability = - ) ]
assessment of wireless mesh networks. Our framework carpimilarly, for the cells belonging to the case 3 in (11), we
be applied to estimate the worst case network performarfé@/e the following inequalities for anf

dggr_adgtion from a PRF and also to identify the geographical Z B-ve(3,0) < Ny, - 0y (23)
distribution and size of vulnerable network zones. Such pre
assessment and evaluation can help network designers to
select suitable routing and protection strategies agaggson B
failures and thus achieve a failure-resilient network glesi Y. Brok(B,7) < Ny
Our results indicate that neglecting some key properties of pzlyz1

real region failures can result in a significant overestiomt ~Now we consider the second term in the left side of (21),
or underestimation of network reliability, which may miste i.e.,ZBZM20 vg (8, 7)(1—q5)q7, where the componerit —
network designers in initiating proper and cost-efficiert-n ¢%)q” increases with3 but decreases with. Since some cells
work protection against such failures. It is expected that oof the case 3 are associated with a big value dfut a small

5>1

(24)



value of~, we can not directly derive a similar inequality like [5]
the (22) for the case 3 cells. For a caseell S; counted
aswvi(f,7), its maximum estimation error, i.e., the maximum o]
difference between the average impact (fif) of any two
points in it, is given by

AP = v (1-¢°)

8
— Y0}
< Chq” ';7'/3
=Crg"(1—q) -3

Based on the (25), we first establish the following resullf] |
regarding the second term in the left side of (21) under the
special case that > 1 and~y = 0,

> w(8,0)(1—¢”%)

(7]

(8]
El

(25) 110

(12]

Azl (13]
<> u(8,0)p- )
51 (14]
=Y B-u(B.0)p s
B=1
< Ng-v1-p (27) e
where inequalities (26) and (27) are due to the (25) and (28)7]

respectively.
We now show that for the general cage> 1, v > 1, we

have [18]

> BN -

Br1>1 9
< > w(By)-q p B (28)
Br1a>1 201
< > Brw(B)-a-p
Bz1a>1 [21]
<Np-v3-q-p (29) 27

where inequalities (28) and (29) are due to the (25) and (24),
respectively.

Combining the (27) and (29), the following inequality for23!
the cells of case 3 follows,

> wB (1= ¢”)q" < Ni(v1p + D2pq)
821,720
Finally, the (21) comes after the (22) and (30).

(30) [24]

(25]
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