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Effective Delay-Controlled Load Distribution 
over Multipath Networks 

Sumet Prabhavat, Student Member, IEEE, Hiroki Nishiyama, Member, IEEE, 
Nirwan Ansari, Fellow, IEEE, and Nei Kato, Senior Member, IEEE 

Abstract—Owing to the heterogeneity and high degree of connectivity of various networks, there likely exist multiple available 
paths between a source and a destination. An effective model of delay-controlled load distribution becomes essential to 
efficiently utilize such parallel paths for multimedia data transmission and real-time applications, which are commonly known to 
be sensitive to packet delay, packet delay variation, and packet reordering. Recent research on load distribution has focused on 
load balancing efficiency, bandwidth utilization, and packet order preservation; however, a majority of the solutions do not 
address delay-related issues. This paper proposes a new load distribution model aiming to minimize the difference among end-
to-end delays, thereby reducing packet delay variation and risk of packet reordering without additional network overhead. In 
general, the lower the risk of packet reordering, the smaller the delay induced by the packet reordering recovery process, i.e., 
extra delay induced by the packet reordering recovery process is expected to decrease. Therefore, our model can reduce not 
only the end-to-end delay but also the packet reordering recovery time. Finally, our proposed model is shown to outperform 
other existing models, via analysis and simulations. 

Index Terms— Delay Minimization, Load Distribution, Multipath Forwarding, Packet Reordering, Packet Delay Variation 

——————————      —————————— 

1 INTRODUCTION

HE demand for network infrastructure in providing 
high-speed broadband network services that can 
support multimedia and real-time applications has 

been the major driving force for innovation and devel-
opment of various networking technologies. Network 
capacity provisioning and Quality of Service (QoS) guar-
antees are key issues in fulfilling this demand. The hete-
rogeneity and high degree of connectivity of various net-
works result in potentially multiple paths in establishing 
network connections. The exploitation of these multiple 
paths no longer aims only at circumventing single point 
of failure scenarios but also focuses on facilitating net-
work provisioning for multimedia data transmission and 
real-time applications, where its effectiveness is indeed 
essential to maximize high quality network services and 
guarantee QoS at high data rates [1], [2]. Bandwidth ag-
gregation and network-load balancing are two major is-
sues that have attracted tremendous amount of research, 
and a number of load distribution approaches have been 
proposed and studied [2], [3], [4], [5], [6], [7], [8], [9], [10], 
[11], [12], [13], [14], [15], which will be briefly described 
later in the next section. 

Multipath configurations can be established in several 
ways. For examples, a source node can distribute load via 
multiple next-hops, emerging wireless technologies allow 
routes formed between a source and a network proxy via 

multiple wireless connections, and traffic flows from sev-
eral sources are aggregated at and distributed by a gate-
way. Incorporating multiple physical/logical interfaces 
with a multipath routing protocol allows users to use 
multiple paths in establishing simultaneous connections 
[2], [3], [4], [16], [17] , [18] , [19] , [20] , [21] , [22] , [23], 
[24]. Devices must be equipped to perform traffic for-
warding, which splits traffic into multiple paths as illu-
strated in Fig. 1. The traffic splitting component splits the 
input traffic into single packets or flows, each of which 
independently takes a path determined by the path selec-
tion component. If the forwarding processor, which is 
responsible for transmitting packets, is busy, it will be 
queued in the corresponding input queue. The band-
width of a path is considered as the service rate of the 
forwarding processor which connects to the path. Net-
work load caused by input traffic with arrival rate  is 
shared among the multiple paths, i.e., the load of path p is 
assigned the traffic rate p. Therefore, bandwidth de-
mand on each of multiple outgoing paths is likely to be 
smaller than that on the single outgoing path, as shown in 
Fig. 1. 

Inefficient load distribution can cause many problems, 
e.g., load imbalance and packet reordering. The load im-
balance problem can occur when the load is assigned on 
each path improperly with respect to the capacity of the 
path in terms of bandwidth and buffer size [8], [9], [25], 
[26]. If determination of a path takes into account of the 
queue length or level of path utilization, such system can 
achieve work-conserving load sharing [27] and can miti-
gate the load imbalance problem. Leaving at least one 
path to be idle (i.e., no load), while the other paths are 
busy, causes inefficient bandwidth utilization. The packet 
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reordering problem also has a significant impact on the 
end-to-end performance perceived by users [28], [29], 
[30], [31], [32], [33], [34] and, reportedly, is not a sporadic 
event if there is no mechanism to maintain packet order-
ing [34], [35], [36], [37]; it is likely to increase in a network 
with a large degree of parallelism. Packets arrived earlier 
have to wait for late packets in reordering buffers at the 
receiving destination. If late packets arrive within a re-
ceive timeout period, the transmission is successful; how-
ever, the waiting time causes packet delay. Otherwise, the 
late packet is treated as a lost one. In this paper, with the 
assumption that reordering buffer is infinitely large and 
that there is no timeout in waiting for late packets, the 
packet reordering problem causes additional delay with-
out packet loss. The increase of the probability that the 
current packet takes a different path (from a previous one 
heading for the same destination), which has a different 
delay, leads to a higher degree of packet reordering [30], 
[31], [38], thus resulting in the extra delay. 

Inefficient load distribution can degrade network per-
formance as a result of a large variation of latency and a 
large latency to successfully transmitting a packet. The 
latency in the focus of this paper is the end-to-end delay 
in transmitting a packet and the additional time required 
in reordering the packet. End-to-end delay is the time it 
takes a packet to travel across the network from one end 
to the other end, consisting of propagation and queueing 
delays. The load imbalance problem causes a large end-
to-end delay and a large difference in delay among mul-
tiple paths. The large difference in delay brings about a 
significant variation in packet delay and a high risk of 
packet reordering (in packet-based models), leading to a 
large extra time introduced by the packet reordering re-
covery process. The packet reordering itself, large packet 
delay, and large variation in packet delay can significant-
ly degrade QoS required for multimedia data transmis-
sion as well as real-time applications [29], [39], [40]. Un-
less otherwise stated, the term “packet delay” refers to the 
total packet-delay consisting of the end-to-end delay time 
and packet reordering recovery time, whereas “packet 
delay variation” refers to the variation in the end-to-end 
delay of packets successively arrived at a destination. 

The rest of the article is organized as follows. Section II 
briefly describes existing load distribution models. Sec-
tion III presents a new approach called Effective Delay 
Controlled Load Distribution (E-DCLD), enhanced from 

our previous work [41]. Performance of our proposed 
model will be compared to that of the existing models by 
analysis and simulations. Section IV provides the com-
parative analysis. Section V discusses the performance 
evaluation under real traffic conditions. Concluding re-
marks are then given in Section VI. 

2 RELATED WORKS 
In this section, we briefly describe various load distribu-
tion models, each of which exhibits different characteris-
tics and specific advantages (depending upon control 
objectives), and drawbacks. Sub-sections 2.1 to 2.4 cover 
existing models, and Sub-section 2.5 describes our pre-
vious work which is a theoretical load balancing model 
that will be developed into the proposed effective load 
distribution model. 

2.1 Round Robin Based Schemes 
Surplus Round Robin (SRR) [5] is adopted from Deficit 
Round Robin (DRR) [42] which is a modified model from 
Weighted Round Robin (WRR) [15]. In SRR, a byte-based 
deficit counter representing the difference between the 
desired and actual loads (in bytes) allocated to each path 
is taken into account in the path selection. At the begin-
ning of each round, the deficit counter is increased by the 
number of credits (referred to as quantum [5]) assigned 
for that path. Each time a path is selected for sending a 
packet, its deficit counter is decreased by the packet size. 
As long as the deficit counter is positive, the selection 
result will remain unchanged. Otherwise, the next path 
with the positive deficit counter will be selected in a 
round robin manner. If the deficit counters of all paths are 
non-positive, the round is over, and a new round is 
started. These round robin schemes achieve starvation-
free (i.e., no non-work-conserving idle time) and compe-
tent load balancing efficiency; however, the major draw-
back is their inability to maintain per-flow packet order-
ing. 

2.2 Least-Loaded Based Schemes 
Least-Loaded-First (LLF) [11], [12], [13] is one of the most 
well known load-sharing approaches introduced to han-
dle task loads with heavy-tailed distribution, where a task 
is assigned to the least-loaded server. In load distribution 
over multiple paths, with this scheme, a path having the 
smallest load or the shortest queue will be selected for an 

Traffic 
Splitting 

Component

Path 
Selection 

Component

Multipath Forwarding Mechanism

Input 
Queues

Forwarding 
Processors

Path 1

Path 2

Path K

Aggregated Traffic 
with Arrival Rate 

Multiple 
Outgoing 

Paths

For Path p,
Traffic Rate is p  

Traffic Units

 

Fig. 1.  Functional components of the multipath forwarding mechanism.  
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arrived packet. Its major drawback is that it does not con-
sider the order of tasks (i.e., do not keep packet ordering) 
as described in [14], which can result in the packet reor-
dering problem.  

2.3 Flow Based Schemes 
Direct Hashing (DH), Table-based Hashing (TH) [2], [3], 
[4], and Fast Switching (FS) [6] are examples of well-
known flow-based models, which are simple and can 
completely prevent packet reordering. DH and TH are 
hash-based models by using hashed results of packet 
identifiers in a path selection. The packet identifier is ob-
tained from the packet header information, which is typi-
cally the destination address. DH is a conventional flow-
based model widely deployed in multipath routing pro-
tocols [2], [3], [4]. TH developed from DH allows us to 
distribute traffic in a pre-defined ratio by modifying the 
allocation of flows to paths [27]. The major drawback of 
these flow-based models is the inability to deal with vari-
ation of flow size distribution [8], thus leading to the load 
imbalance problem. In addition, the skewed distribution 
of destination addresses induces the load imbalance prob-
lem. FS is a table-based model which selects paths accord-
ing to information in the flow-path mapping table. A 
packet belonging to an existing flow is sent via the same 
path as its preceding one. When a new flow emerges, a 
packet belonging to the new flow will be sent via the next 
parallel path in a round robin manner. Similar to DH and 
TH, FS can cause load imbalance due to its inability to 
deal with variation of the flow size distribution. Howev-
er, its performance is not affected by the skewed distribu-
tion of destination addresses since it does not permanent-
ly pin a flow to a particular path by the hashed result. 

2.4 Flow Based Schemes with Adaptive Load 
Balancing/Distribution 

Examples of adaptive load distribution models include 
Load Distribution over Multipath (LDM) [7], Load Ba-
lancing for Parallel Forwarding (LBPF) [8], and Flowlet 
Aware Routing Engine (FLARE) [9].  

LDM [7], relying on [43], designed for Multi-Protocol 
Label Switching (MPLS) networks [44] having multiple 
paths, randomly selects one of the multiple paths accord-
ing to path utilization and hop count. A lower utilized 
and smaller hop-count path has a higher probability to be 
selected. If each flow is one packet long, performance 
achieved by LDM will be similar to that achieved by LLF. 
However, in practice, each flow is typically larger than 
one packet and has a different size, thus causing load im-
balance among paths. 

LBPF [8], in the ordinary mode, selects the path for a 
flow according to the hashed result of the packet identifi-
er, similar to DH. In addition, LBPF takes into account of 
the traffic rate of each flow. The high-rate flows classified 
into a group of aggressive flows will be switched to a new 
path with the shortest queue at the moment when the 
system is under some specific condition, e.g., the system 
is unbalanced. Its key parameters are the size of the table 
which records aggressive flows, length of observation 
window (W), and period of adaptation (P). Load imbal-

ance can be mitigated by setting smaller values for W and 
P, at the expense of packet reordering. 

FLARE splits a flow into several subflows, each of 
which is referred to as a flowlet [9]. An inter-arrival time 
threshold calculated from a pre-determined parameter () 
and periodically measured round-trip-delay of each path 
(typically using ping-like operation) is used in the condi-
tional splitting of flows; this is a key property of FLARE. 
A packet arrived within duration less than the inter-
arrival time threshold is part of an existing flowlet and 
will be sent via the same path as the previous one. Oth-
erwise, the packet becomes the head of a new flowlet, and 
is assigned to the path with the largest amount of deficit 
load [10]. For a smaller threshold, traffic load can be 
shared according to given weights; load imbalance can be 
reduced, however, at the expense of packet reordering, 
and vice versa. 

2.5 Our Previous Work 
Delay Controlled Load Distribution model (DCLD) [41] 
uses a traffic splitting vector that determines the distribu-
tion of traffic over multiple paths, and is a theoretical idea 
of load balancing by calculating an optimal traffic-
splitting-vector such that maximum path delay (i.e., max-
imum end-to-end delay) can be minimized. Unless oth-
erwise stated, the terms, “end-to-end delay” and “path 
delay”, are interchangeable since we assume that end-to-
end delay is quasi-equal to path delay. This assumption 
can be held since delays experienced by two successive 
packets sent via the same path are likely similar, whereas 
delays of those sent via different paths having unequal 
delays are likely to be dissimilar. DCLD computes the 
path delay by using the M/M/1 queueing model, and 
reduces the difference among path delays by decreasing 
load assigned to the path with the largest delay and in-
creasing load by the same amount (of the reduced load) to 
the other path with the smallest delay. Traffic splitting 
ratios are thereby gradually adjusted until all path delays 
are equal. However, DCLD was designed for Poisson traf-
fic, and is thus likely not practical for a real network un-
der different traffic conditions (e.g., non-Poisson traffic, 
bursty traffic, and so on).  

3 PROPOSED MODEL 

Since solutions to efficiently control packet delay in load 
distribution has not been widely studied, several prob-
lems regarding the delay such as large packet delay and 
large variation among packet delays are yet to be ad-
dressed. In order to provide efficient load balancing to 
determine the optimal traffic splitting vector, we have 
proposed our previous work, DCLD [41], which still has 
some drawbacks. In this paper, we propose Effective 
DCLD (E-DCLD) enhanced from DCLD that can over-
come the drawbacks of DCLD and outperform the exist-
ing models in solving the delay-related problems. Fig. 2 
shows the functional block diagram of E-DCLD. E-DCLD 
takes into account of input traffic rate and the instantane-
ous queue size, which are locally available information, in 
determining the traffic splitting vector, and thereby prop-
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erly responding to network condition without additional 
network overhead. In the path selector, we implement the 
surplus-round-robin (SRR) load sharing algorithm [5] 
which does not restrict weights to be integers. This is 
suitable for our work since the calculated traffic splitting 
vector is typically not an integer. The traffic splitting vec-
tor determination and adaptive load adaptation algo-
rithms, which are improved from DCLD, are detailed as 
follows. 

Let P be a set of multiple paths. For pP, we formu-
late the cost function of path p, which is a function of the 
estimated end-to-end delay consisting of the fixed delay 
and the variable delay, 

p

p

pp
ppp

q
wwDC


 



1

)1()( . (1) 

The fixed delay (i.e., propagation delay) of path p is the 
first term, denoted by Dp. The variable delay focused in 
our work is the queueing delay which varies according to 
the input traffic rate (), the bandwidth capacity of the 
path (p), and the traffic splitting ratio (p). With the as-
sumption that input traffic is a combination of Poisson 
traffic and unknown traffic which cannot be identified, 
the queueing delay is modeled as a mixture of an M/M/1 
queue (which has low complexity as compared to other 
queueing models) and a measurement. Therefore, with a 
weight factor w, the queueing delay is obtained by aver-
aging the second term which is the average queueing de-
lay derived from the M/M/1 model and the third term 
which is the waiting time of the current packet at an input 
queue having queue size of qp with unknown queueing 
model, thus measured as qp/p. With a small value, w→0, 
E-DCLD calculates the queueing delay by using the 
M/M/1 model, which is similar to the DCLD model and 
is accurate under the Poisson traffic condition. On the 
other hand, with a large value, w→1, the queueing delay 
is calculated only from the queue size, which is almost 
similar to the LLF model that can decrease the average 
queue size but is likely to increase the risk of packet reor-
dering. 

From (1), the optimal splitting vector can be derived by 
solving the optimization problem as follows. 

 
Minimize  )(max pp

p
C 

Ρ
,  (2) 

subject to  1
Ρp

p  

and   10 



 p
p . 

The traffic splitting vector,  n = {pn} for all pP, consists 
of the control variables of the problem described in (2) 
and the proportion of traffic allocated to path p at time tn. 
The initial splitting vector,  0, is calculated from (3). 




Ρp
p

p
pp




 0:   (3) 

When the mth packet arrives (at a diverging point of input 
traffic), the packet arrival rate  and instantaneous queue 
size qp measured from the input traffic and the input 
queue, respectively, are used to calculate the estimated 

end-to-end delay of each path according to  (1). While the 
traffic load is distributed to the multiple paths in a round-
robin manner, the load adaptor decreases load on the 
path having the largest estimated delay (i.e., pworst), and 
then increases load on the path having the smallest esti-
mated delay (i.e., pbest) by the same amount of the reduced 
load. Change of path costs can be illustrated in Fig. 3 (a). 
For each arrived packet, the load adaptor performs the 
load adaptation algorithm (to adjust the traffic splitting 
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Fig. 3.  Change of path costs 
(a)  From the beginning to the equilibrium point. 
(b)  Away from the equilibrium point. 
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vector) which can be described in the following steps. 
 
1. Calculate Cp(p) by using (1) for each pP. 
2. Among all paths, 

select pworstP having the maximum cost and 
select pbestP having the minimum cost. 

3. Calculate  such that 
 

    
bestbestworstworst pppp CC . (4) 

 
The solution, , is presented in Appendix A. 

4. To avoid a negative value of the traffic splitting ra-
tio on path pworst (i.e., 0

worstp ) and overload on 

path pbest (i.e.,  /
bestbest pp  ),  must be ap-

propriately determined by 
 

),min(  
worstp , and then 

),min( 



 

best

best
p

p
. 

 

5. Update   1m
p

m
p worstworst

 

and   1m
p

m
p bestbest

. 

For all paths pP except pbest and pworst, 1 m
p

m
p  . 

 
When m, the cost of each path will converge to the 

same value, which allows us to achieve the objective func-
tion in (2). The proof of convergence of  E-DCLD is pre-
sented in Appendix B. Next, we will show that the equili-
brium of the load adaptation algorithm is equal to the 
optimum. This can be explained by proving that, from the 
equilibrium point, further decrease of p will cause the 
largest cost (among all paths) to increase from the mini-
mum value. 

 
Proof. Assume that there are two paths, i.e., P = {1,2}, 
having cost functions illustrated in Fig. 3 (b) and C1(10) > 
C2(20). At the equilibrium point, with optimal traffic 
splitting vector  *, we obtain C1(1*) = C2(2*) = Copt and 

 

opt
* )(max CC pp

p





Ρ
. 

When we further transfer load, , from path 1 to path 2, 
i.e., 1=1*- and 2=2*+, since Cp(p) is a monotonically 
increasing function of p, C2(2) = C2(2*+) > C2(2*) = 
Copt. Therefore, 

opt)(max CC pp
p





Ρ

. 

This proof is also valid when there are more than two 
paths. Some numerical results of DCLD which is a simpli-
fied version of E-DCLD are presented in [41]. 

4 ANALYSIS 

In this section, we analyze the performance of E-DCLD 
and present simulation-based verifications, in terms of 

end-to-end delay, packet delay variation, risk of packet 
reordering, and total packet delay. First, we show that E-
DCLD can reduce end-to-end delay. Then, we show that 
it can also reduce variation in end-to-end delay, which 
allows us to achieve smaller variation in packet delay and 
relatively low risk of packet reordering among packet-
based models. 

To verify the analysis, we conduct simulations under 
the environment as shown in Fig. 1 from the view point of 
a source having multiple paths to a destination. The input 
traffic from the source will be split into three multiple 
paths (K=3) having aggregated bandwidth () of 8 Mbps 
and having ratios of bandwidth capacity (among the pa-
rallel paths) of 1:2:3. The service time of a packet is as-
sumed to be exponentially distributed where the mean 
service time is inversely proportional to the bandwidth 
capacity, i.e., 1/. With the multiple paths, each load dis-
tribution model is 1-hour-long simulated under the load 
condition varying from low to high. Input traffic consists 
of three independent Poisson flows, each of which has the 
ratio of mean packet arrival rate corresponding to that of 
the bandwidth capacity of the parallel paths, i.e., 1:2:3, 
where the mean packet arrival rate is chosen such that the 
ratio of the mean offered load to the mean service rate 
(/) varies from 0.1 to 0.9 with a step size of 0.1 for each 
simulation round of each model. We assume that all paths 
have no fixed-delay (i.e., zero propagation delay) since its 
effect on determination of the traffic splitting vector has 
already been discussed in [41]. For all simulations, the 
run-time parameter for E-DCLD, w, is chosen to be 0.5, 
and parameters for candidate models are chosen by fol-
lowing the guidelines in their respective papers. SRR, 
LLF, FS, LBPF, and FLARE are candidates for compari-
sons. In SRR, the numbers of credits assigned for path 1, 
path 2, and path 3 are 1, 2, and 3, respectively, corres-
ponding to bandwidth capacities of the paths. In LBPF, 
the size of the table for recording aggressive flows is 1, 
the length of the observation window (W) is 1000, and 
period of adaptation (P) is 20; that is, the table will be up-
dated for every 1000 packets and the largest flow record-
ed in the table will be switched to a new path for every 20 
packets. 

4.1 End-to-End Delay 
Let Dp(m) and Qp(m) be propagation delay and queueing 
delay, respectively. They constitute the end-to-end delay 
dp(m) (i.e., dp(m) = Dp(m) + Qp(m)) that is experienced by the mth 
packet sent via path p; dp is the expected value of the path 
delay averaged over m packets. Theoretically, if the input 
traffic is Poisson and path p is randomly selected with 
probability p while at least one packet is being for-
warded via the path, with the assumption that 1/p is the 
(expected) service time in sending a packet to its destina-
tion and qp/p is the (expected) waiting time of the packet 
in the queue, the cost value obtained from the cost func-
tion Cp in (1) will be close to the (expected) end-to-end 
delay of path p, i.e., dp. In a long-run system where the 
rate of input traffic is quasi-static during a short update-
period, with the optimal traffic splitting vector *, all 
paths have (almost) the same delay. The maximum path 
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delay is minimized and the end-to-end delay is therefore 
reduced. 

Fig. 4 compares the means of end-to-end delays 
achieved by various models. E-DCLD achieves smaller 
end-to-end delay than that of SRR even though weights 
(i.e., quantum [5]) chosen in SRR are proportional to 
bandwidth capacities of the multiple paths. Among the 
packet-based models, LLF is possible to keep a small end-
to-end delay since only the path having the smallest 
queue size is selected for sending a packet. LLF selects the 
path based on the queue size and should be able to main-
tain the smallest end-to-end delay. Only under the condi-
tion of high load, LLF achieves a little bit smaller delay 
than that of E-DCLD. Fig. 4 also shows that flow-based 
models like FS and LBPF incur large delay due to varia-
tion in the flow size distribution. The simulation envi-
ronment of FS is set up such that FS achieves near-perfect 
load balance; however, its end-to-end delay is still large. 
Note that the simulated environment of FS is not compat-
ible with a real network, implying that its end-to-end de-
lay is likely to be much larger than that in the simulation. 

4.2 Packet Delay Variation 
Here, let i,j be the expected value of i,j(m), i.e., 
i,j(m) = di(m-1) – dj(m) for ji. Since E-DCLD tries to minim-
ize the difference among path delays of all paths, |i,j| is 
thus reduced. As compared to E-DCLD as well as the oth-
er packet-based models, flow-based models can cause 
large variation in packet delay, affected from overload 
and, consequently, large end-to-end delay on a particular 
path. Fig. 5 presents the coefficient of variation (CV) 
among end-to-end delays of all candidates. E-DCLD aim-
ing to reduce |i,j| achieves the least delay variation. On 
the other hand, SRR, LLF, FS, and LBPF having larger 
|i,j| are likely to cause larger variation. In LBPF, taking 
queue sizes into account in load balancing, when / is 
so small that all queues are empty, traffics (each with a 
different rate) are carried by the same path, thus incurring 
large variation. When / increases such that all queues 
are occupied, traffics are distributed; the variation is thus 
decreased. LLF uses the similar path selection scheme, 
and hence the same trend of variation is observed; how-
ever, since LLF is packet-based, the degree of variation is 

smaller as compared to that of LBPF. 

4.3 Risk of Packet Reordering 
Risk of packet reordering affects the number of reordered 
packets as well as the degree of packet reordering, and 
thus incurs packet reordering recovery time. In this sub-
section, risk of packet reordering will be analyzed. Effect 
of packet reordering recovery time on the total packet 
delay will be described in the next subsection. 

Derived in [38], the risk of packet reordering can be 
presented in terms of the probability of packet reordering, 
r, as follows. 

 
 Ρ Ρi j

sr ππ i,j(m)(i,j(m)),  (5) 

where s is the probability of splitting and i,j(m) is the 
probability of the path switching from path i to path j (i.e., 
paths i and j are selected for the (m-1)th packet and the mth 
packet, respectively), depending on the path selection 
strategy; (i,j(m)) denotes the conditional probability of 
packet reordering when the path is switched from path i 
to path j, and is a function of i,j(m), i.e., the difference of 
end-to-end delays between path i and path j. As de-
scribed in [38], (i,j(m)) is the cumulative distribution 
function of the packet inter-arrival time; if i,j(m)>0, 
(i,j(m))>0 implies that there is a risk of packet reorder-
ing; otherwise, (i,j(m))=0, that is, packet reordering will 
never occur. The smaller value of i,j(m), the smaller risk of 
packet reordering; therefore, E-DCLD aiming to minimize 
i,j strives to maintain a low risk of packet reordering. As 
compared to E-DCLD, packet-based models such as SRR 
and LLF can cause a high risk of packet reordering. Espe-
cially, LLF, which only chooses the path with the shortest 
queue, is highly likely to have i,j(m)>0, implying that it 
can cause a high risk of packet reordering. 

Fig. 6 shows that E-DCLD, which can decrease the var-
iation among end-to-end delays as illustrated in Fig. 5, 
can thus reduce the risk of packet reordering while the 
other packet-based models like SRR and LLF incurring 
large variation among end-to-end delays induce a high 
risk of packet reordering. The variation in the end-to-end 
delay does not induce risk of packet reordering for FS 
which does not change path for all packets in the same 
flow, but does induce the risk of packet reordering for 
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Fig. 4.  Mean end-to-end delay when input traffic is Poisson. 
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LBPF which allows a flow to be split.  In LBPF, when / 
increases, s  increases; on the other hand, the probability 
of having idle period on each path decreases, thus redu-
cing the probability of path change, i.e., i,j(m) decreases 
while i,i(m) increases. When / is large, further increase 
of / can cause i,j(m) to decrease significantly, thus re-
ducing the rate of increase of r.  

 

4.4 Total Packet Delay 
The total packet delay is the delay experienced by users. 
It includes two factors: end-to-end delay and additional 
time delay required for packet ordering recovery. E-
DCLD aims to decrease both of the two factors and can 
thus efficiently reduce the total packet delay. SRR and 
LLF can cause a high risk of packet reordering, and con-
sequently require long time for packet reordering recov-
ery, whereas FS, LBPF, and FLARE can cause a large end-
to-end delay. As illustrated in Fig. 7, E-DCLD achieves 
both low end-to-end delay and low risk of packet reorder-
ing, and thus can maintain a small (total) packet delay.  

5 REAL-TRAFFIC-BASED PERFORMANCE 

EVALUATION 
In this section, comparative performance under various 
conditions of real traffics which are not Poisson is demon-
strated and discussed. Simulation setup in this section is 
almost similar to that in the previous section with the 
following exceptions. Five simulation scenarios are con-
ducted to show the performance of each load distribution 
model, by using 1-hour long real traffic traces [45], i.e., 
DS1, DS2, DS3, DS4, and DS5, which contain wide-area 
traffics at primary Internet access point between Digital 
Equipment Corporation and the rest of the world, where 
characteristics of the traces are listed in Table 1. Band-
width capacities (or mean service rates) of path 1, path 2, 
and path 3 are 1, 4, and 7 Mbps, respectively; the total 
bandwidth capacity of the multiple paths is 12 Mbps. As 
compared to the bandwidth capacities, traffics generated 
from trace DS1 and DS2 cause moderate load whereas 
those generated from trace DS3 and DS4 incur heavy load 
and some load-spikes. Moreover, we use trace DS5 to 

generate extremely heavy traffic, having maximum of-
fered load much higher than the total bandwidth capaci-
ty, thus incurring overload on the multiple paths. 

 With the set-up simulation environment, E-DCLD, 
SRR, LLF, LBPF, and FLARE are evaluated. In SRR, the 
numbers of credits assigned for path 1, path 2, and path 3 
are 1, 4, and 7, respectively. In LBPF, the size of the table 
is 20, W=1000, and P=20. In FLARE,  is set to 50 ms (i.e., 
minimum of inter-arrival time threshold), the numbers of 
credits assigned for the paths are similar to those in SRR, 
and round-trip-delay is examined every 500 ms. Since 
performance of LBPF and FLARE is better than that of a 
conventional flow-based model, LBPF and FLARE will be 
used as representatives of flow-based models in the com-
parisons. Simulations in sub-section 5.1 are conducted to 
evaluate E-DCLD with equal fixed delays (which are as-
sumed to be 0 for simplicity) in order to specifically em-
phasize the advantage of the additional component of E-
DCLD over DCLD, whereas those with different fixed 
delays in sub-section 5.2 are conducted to demonstrate 
the superior performance of E-DCLD in such a realistic 
environment. 

5.1 Equal Fixed Delays 
In this simulation, all fixed delays are assumed to be 
equal: D1 = D2 = D3 = 0. 

5.1.1 End-to-End Delay 
Fig. 8 shows that E-DCLD achieves smaller end-to-end 
delay as compared to the other models. LBPF and FLARE, 
which are flow-based models, cause congestion and thus 
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Fig. 6.  Risk of packet reordering when input traffic is Poisson.  

TABLE 1 
PROFILE OF TRAFFIC TRACES [45] 

Trace 
ID 

# 
Packets

x106 

Traffic Rate 
(Mbps.) 

# 
Different 

Flows 

Flow Size 
(Packets) 

Flow Rate 
(Flows/Second) 

Mean Min. Max. Mean CV Mean Min. Max.

DS1 0.83 1.84 0.82 3.58 38032 21.82 16.13 145.23 77 209

DS2 1.19 2.64 0.55 3.68 58025 20.46 33.09 174.85 50 257

DS3 2.66 5.91 2.07 13.65 5865 453.87 7.52 137.89 77 204

DS4 2.87 6.38 0.46 12.24 12903 222.71 5.98 175.32 44 247

DS5 3.86 8.58 1.86 15.45 12710 303.88 7.11 184.50 90 269
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Fig. 7.  Mean total (packet) delay when input traffic is Poisson.  
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lead to a large delay even though they try to split large 
flows and dynamically adjust the amount of load as-
signed on each path. As compared to LBPF, FLARE de-
creases the probability of splitting dramatically as the 
input traffic rate increases significantly with input traffics 
generated from traces DS3 and DS5, which have large 
mean and variation of flow size distribution. 

Among packet-based models, LLF, which selects the 
path with the smallest queue size, should achieve the 
smallest delay. However, in practice, the instantaneous 
queue size does not always accurately reflect the path 
delay; in other words, time taken for sending a packet via 
a path having the smallest queue size is not always mi-
nimal. As compared to E-DCLD, LLF has comparable 
performance only if the network is so congested that all 
paths have long queues as shown by the simulation re-
sults under the condition of heavy traffic generated from 
trace DS5. However, in most cases, E-DCLD taking into 
account of input traffic and queue size in calculating path 
delay can decrease the end-to-end delay. As compared to 
SRR, E-DCLD with adaptive weight adjustment using our 
proposed load adaptation algorithm can decrease the 
end-to-end delay. 

5.1.2 Packet Delay Variation 
Fig. 9 shows that E-DCLD maintains low variation among 
end-to-end delays as compared to the variations caused 
by the other candidates. In the LLF model, choosing only 
the path with the smallest queue still causes larger varia-
tion of the end-to-end delay. In LBPF and FLARE, conges-
tion or overload on a particular path causes a significantly 
large degree of variation, especially, under heavy load 
induced by traffic traces DS3, DS4, and DS5. Moreover, 

Fig. 10 shows that E-DCLD can efficiently mitigate varia-
tion in the end-to-end delay caused by the overloaded 
paths. Fig. 10 (a) illustrates the raw traffic generated from 
trace DS3 as well as the capacities of path 1, 2, and 3, and 
the total capacity of multiple paths. Figs. 10 (b) – (f) dem-
onstrate the performance among all models, and the evi-
dence that E-DCLD can maintain the smallest delay varia-
tion. Under various traffic conditions, Fig. 11 shows 
packet delay variations achieved by various models, and 
thus clearly demonstrates the superiority of E-DCLD. 

5.1.3 Risk of Packet Reordering 
Fig. 12 illustrates that E-DCLD can efficiently alleviate 
packet reordering which inherently exists in packet-based 
models such as SRR and LLF. SRR, which sends packets 
in a round robin manner, does not have any additional 
mechanism to prevent packet reordering, and conse-
quently causes a high risk of packet reordering. LLF, 
which chooses only the path with the shortest queue size, 
also causes a very high risk of packet reordering. 

Theoretically, flow-based models which send all pack-
ets belonging to the same flow via the same path have no 
risk of packet reordering. However, variants of flow-
based models allow switching a path for some of the 
packets to improve load balancing efficiency at the price 
of a risk of packet reordering. The trade-off between im-
proving load balancing and maintaining a low risk of 
packet reordering depends on the respective algorithms 
as well as their set parameters. LBPF splits a group of 
largest flows, thus causing the risk of packet reordering. 
FLARE splits only flows with packet inter-arrival time 
which is small enough, and hence does not cause packet 
reordering [6], [8], thus minimizing the risk of packet 
reordering. 
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Fig. 8.  Mean end-to-end delay under input traffic generated from
traces of real traffic. (D1=D2=D3=0.)  
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Fig. 9.  Coefficient of variation of end-to-end delay under input traffic 
generated from traces of real traffic. (D1=D2=D3=0.)  
 



SUMET P. ET AL.:  EFFECTIVE DELAY-CONTROLLED LOAD DISTRIBUTION OVER MULTIPATH NETWORKS 9 

 

5.1.4 Total Packet Delay 
Similar to the results of simulations conducted under the 
condition of Poisson traffic, the total (packet) delay 
achieved by various models is illustrated in Fig. 13. E-
DCLD, having both low end-to-end delay and low risk of 
packet reordering, exhibits superiority in mitigating the 
total packet delay as compared to the other models. The 

other packet-based models (such as SRR and LLF) have a 
high risk of packet reordering, thus leading to a large to-
tal delay whereas flow-based models (such as LBPF and 
FLARE) incur a large total delay because of a large end-
to-end delay and a large degree of variation in the end-to-
end delay. 
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Fig. 10. (a) Characteristic of traffic generated from traffic trace DS3 available online [45]. 

(b)–(f) Packet delay variation under traffic generated from trace DS3 when load distribution models, E-DCLD, SRR, LLF, LBPF, and 
FLARE, are employed, respectively. (D1=D2=D3=0.)  
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Fig. 11.  Packet delay variation under input traffic generated from
traces of real traffic. (D1=D2=D3=0.) 
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Fig. 12.  Risk of packet reordering under input traffic generated from
traces of real traffic. (D1=D2=D3=0.)  
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5.2 Unequal Fixed Delays 
In this simulation, each path is assumed to have different 
fixed delays: D1=1 ms, D2=2 ms, and D3=3 ms; path 1 has 
the smallest bandwidth but has the smallest fixed delay 
whereas path 3 has the largest bandwidth but has the 
largest fixed delay. The fixed delay becomes one of the 
key parameters in determining the traffic splitting vectors 
in the E-DCLD model. Table 2 shows that the number of 
packets sent via path 3 decreases while the numbers of 
packets sent via path 1 and path 2 increase, as compared 
to the results when all fixed delays are equal. This indi-
cates the change of preference for the paths. Next, we ex-
amine E-DCLD’s performance; the results show that E-
DCLD still outperforms the other models. E-DCLD can 
reduce the end-to-end delay (as illustrated in Fig. 14) and 
variation among the end-to-end delays (as illustrated in 
Fig. 15) such that the packet delay variation and risk of 
packet reordering can be significantly reduced, as illu-
strated in Fig. 16 and Fig. 17, respectively. Likewise, the 
packet delay can be decreased as illustrated in Fig. 18. As 
observed in Figs. 14 and 15, while E-DCLD and FLARE 
have the same mean end-to-end delay, E-DCLD exhibits a 
much smaller variation in the end-to-end delay; this ob-
servation differentiates their performances in long and 
short time-scales. Although FLARE, similar to E-DCLD, 
can maintain a small end-to-end delay in long time-scale,   
it can cause a large delay in short time-scale. This is attri-
buted to their different traffic splitting and path selection 
schemes. 

6 CONCLUDING REMARKS 
Since an effective model of load distribution is critical to 
efficiently utilize multiple available paths for multimedia 
data transmission and real-time applications which are 
sensitive to packet delay, packet delay variation, and 

packet reordering, we have proposed a novel load distri-
bution model, E-DCLD, which aims to minimize the dif-
ference among end-to-end delays by using locally availa-
ble information. By doing so, the packet delay variation 
can be reduced and thus the risk of packet reordering is 
minimized, without incurring additional network over-
head. When the risk of packet reordering is small, the 
extra time required for the packet reordering recovery 
process is likely small. Therefore, minimizing the differ-
ence of end-to-end delays can maintain not only a small 
end-to-end delay but also the packet reordering recovery 
time. In order to justify the superior performance of E-
DCLD, we have provided comparative performance 
among E-DCLD and the current existing models by anal-
ysis and by simulations under various traffic conditions. 
For the future work, since E-DCLD does not contain any 
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Fig. 13.  Mean total (packet) delay under input traffic generated 
from traces of real traffic. (D1=D2=D3=0.)  
 

TABLE 2 
SIMULATION RESULTS OF E-DCLD: 

RATIO OF THE NUMBER OF PACKETS SENT VIA EACH PATH 
WHEN FIXED DELAYS ARE DIFFERENT 

 
Fixed Delays: 
D1=D2=D3=0 

Fixed Delays: 
D1=1ms, D2=2ms, D3=3ms 

Trace 
ID 

 
 

# Packets 
Sent via 
Path 1 

(%) 

# Packets 
Sent via 
Path 2 

(%) 

# Packets 
Sent via 
Path 3 

(%) 

# Packets 
Sent via 
Path 1 

(%) 

# Packets 
Sent via 
Path 2 

(%) 

# Packets 
Sent via 
Path 3 

(%) 

DS1 0.00 6.76 93.24 0.00 32.17 67.82 

DS2 0.00 9.45 90.55 0.00 33.64 66.36 

DS3 0.93 28.32 70.75 1.18 35.38 63.44 

DS4 0.87 29.49 69.64 1.16 34.81 64.03 

DS5 3.45 32.48 64.06 3.93 33.55 62.52 
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Fig. 14.  Mean end-to-end delay under input traffic generated from
traces of real traffic. (D1=1ms, D2=2ms, and D3=3ms.)  
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complex component, it can be incorporated into various 
applications, e.g., load balancing in multipath transport 
protocols, with low implementation complexity. 

APPENDIX A 
From (4), the amount of load shared by available parallel 
paths is adjusted by  which is calculated by the follow-
ing equation: 
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Fig. 15.  Coefficient of variation of end-to-end delay under input
traffic generated from traces of real traffic. (D1=1ms, D2=2ms, and 
D3=3ms.)  
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Fig. 16.  Packet delay variation under input traffic generated from
traces of real traffic. (D1=1ms, D2=2ms, and D3=3ms.)  
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Fig. 18.  Mean total (packet) delay under input traffic generated
from traces of real traffic. (D1=1ms, D2=2ms, and D3=3ms.)  

2.67

2.35

24.54

21.34

42.54

5.27

4.83

36.86

33.45

56.93

13.23

13.23

55.05

50.43

72.01

2.03

5.79

31.32

22.83

44.19

0.00

0.01

0.78

0.46

0.70

0 10 20 30 40 50 60 70 80

DS1

DS2

DS3

DS4

DS5

% Packet Reordering

P
ac

k
et

 T
ra

ce

FLARE

LBPF

LLF

SRR

E-DCLD

 

Fig. 17.  Risk of packet reordering under input traffic generated from 
traces of real traffic. (D1=1ms, D2=2ms, and D3=3ms.)  
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APPENDIX B 
The proposed mechanism, E-DCLD, converges if 
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Proof. Since Cp(p) is a monotonically increasing function 
of p, if p- < p+, it is always true that Cp(p-) < Cp(p+). 
By using this inequality we can prove that m  m-1 as 
follows. 
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When costs of path p_worst and path p_best are equal, we 
have m=0; from (4), we obtain =0 which yields 

pm=pm-1. Therefore, we can conclude that m

m



lim =0. 
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