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Performance Modeling for Relay Cooperation in
Delay Tolerant Networks

Jigjia Liu, Xiaohong Jiang, Hiroki Nishiyama, and Nei Kato

Abstract—Delay tolerant networks (DTNSs) rely on the mobility
of nodes and sequences of their contacts to compensate for
lack of continuous connectivity and thus enable messages to be
delivered from end to end in a “store-carry-forward” way, wher e
multiple relay nodes are usually employed in the message delivery
process. In this paper, we focus on such relay cooperation and
analytically explore its impact on the delivery performance in
DTNs. Specifically, we first develop a continuous time Markov
chain-based theoretical framework to model the complicated
message delivery process in delay tolerant networks adopting the
two-hop relay algorithm. We then derive closed-form expressions Direct transmission
for both the expected delivery delay and the corresponding

expecte_d delive_ry COS’.[’ where the important relay behaviors of Fig. 1. lllustration of the two-hop relay routing protocolhere the
forwardlng “‘T"ff'c for itself or for other nodes are carefully destination nodeD receives a packet either directly from the source node
incorporated into the analysis. S or from one of then — 2 distinct relay nodes.

Index Terms—Delay tolerant networks, relay cooperation, two-
hop relay, delivery delay, delivery cost.

It is easy to see that when operating under the two-hop

relay routing, multiple relay nodes are usually employed in

l. INTRODUCTION the packet delivery process of a tagged traffic flow (as shown
rinn Fig. 1, for the tagged flow there all other nodes except

highly mobile wireless ad hoc networks, where the transmidle Source and the destination may be employed as relays).

sion opportunities come up and down from time to time, arﬁcwﬁ‘”y’ tr:g perforrlnancis of the FWO'L‘Op relay rlc()uting;h;u o
no contemporaneous end-to-end path may ever exist at &y the delivery delay (the time it takes a packet to reac
given time instant [1][3]. The traditional route-basediting its” destination) and the delivery cost (the total number of

algorithms proposed for mobile ad hoc networks, such as D&@NSMissions until a packet is delivered to the destinatio
[4], AODV [5], etc., fail to work properly, as they requireeth rely heavily on such relay cooperation behaviors. Somélnit

simultaneous availability of a number of links. work [19]-[22] has been done to derive the deIivery delay and
The “store-carry-forward” kind of routing relies on the mO_dellvery cost performances for two-hop relay routing, veher

bility of nodes and sequences of their contacts to compens F _other nodes are ass_umed to be perfect rel_ays in the pa_cket
for lack of continuous connectivity and thus enable messa elivery process and will forward the packets in a coopesati

to be delivered from end to end. Therefore, it is believed thand altruistic way. ) i

the “store-carry-forward” routing is a promising alteriwatfor  Consequently, such cooperative and mutually helping rout-
DTN scenarios and will become a natural routing option fdp9 inflicts significant energy consumption and storage cost
the DTN routing [6]-[9]. Among these “store-carry-forward on each node. In the real world, however, as mobile nodes are
routing protocols, the two-hop relay and its variants [3D]E- usually not only energy-constrained but also storagetdidyi

[12] have become a class of attractive routing protocolstduet® intermediate relay nodes may act selfishly. Itis nottbed
its efficiency and simplicity. In the two-hop relay routirthe recently, some interesting works has been done to address th

source transmits copies of its packets to all mobiles (Emay'mporftan_t node selfishnes_s issue in relay cooperation and ex
it encounters; relays transmit the packets only if they came PIOre its impact on the delivery performance of two-hopyela
contact with the destination [13][18]. Since the sourc# win9- Panagakist aI_.m [23] experimentally exgmlned the effect
also transmit its packets directly to the destination evemg ©f node cooperation on the message delivery delay and the
such transmission opportunity arises, each packet traatelstransmission overhead incurred until message deliverher t

most two hops to reach its destination as shown in Fig. 1. lermination of the message spreading process, where a node
may choose to probabilistically drop a newly received mgssa
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Delay tolerant networks (DTNs) are sparsely distributed a



performances of message delivery delay and delivery casst in designated-queue m—’
social selfishness scenario where there are two groupsagf rel

nodes, and a relay node has greater incentive to help forward local-queue — ™
messages from the nodes in the same group, but less interests
to forward the messages from nodes of the other group [27], :D]]—>—>@
[28].

It is noticed that all the available works in literature [49] n-2 [T

[25] suffered from the same limitation that all of them con- relay-queues

sidered a very simple network scenario with only a single
source-destination pair. Under such scenario, all therothe :Mﬂ_’
n X h r nd th ination “pure”

odes (e cept the source a. d the de.St atio ) f"‘Ct as .puélif:;. 2. lllustration of the queue structure at the buffer ofle S, which
relays, and have only one kind of selfish behavior, to eithgfntains one designated-queue for packets destined étf; isse local-queue
carry and forward messages for the source or not. In the DTN, its locally generated traffic and — 2 parallel relay-queues for traffic of
however, there may simultaneously co-exist multiple seurcother flows.
destination pairs (traffic flows). Each node may act not only

as a relay carrying and forwarding messages for other nodes,, o o
but also as a source trying to deliver out its locally geretat "€CiProcal transmission range. Similar to [11]-{13], BfP],

message. Thus, a node may become more willing to forwaig consider a limited channel bandwidth and assume that the
its own message rather than that of others when it encountBHEnPer of bits that can be successfully transmitted durauie
some node. This kind of selfish behaviors may become mugpntact duration between any node pair is fixed and nornthlize
more significant when the nodes are operating under both Q9sOn€ packet here, such that a packet can be successfully

requirements (e.g., delivery delay requirements) andg@,ne'transmitted during a conf[act. Every time two nodes meet_gach
consumption constraints. In this paper, we focus on thid kin other, we assume that either node has the same probability of

node selfishness in relay cooperation and analyticallyosgpl /210 -become the transmitting node. .
how it will influence the delivery performance of the two-hop Traffic Pattern:in order to fully capture the node selfishness
relay routing in the challenging DTNS. behavior of forwarding traffic for itself or for other nodese

The main contributions of this paper are summarized &§SUme here the permutation traffic pattern widely adopted
follows. in previous studies [10], [15], [29]-[33]. Under such a fiaf

. We focus on a DTN scenario where each node hggttern, each node has a locally generated traffic destiored f

. ! some node and also an incoming traffic originated from some
a locally generated traffic destined for some node an . . .
; . ) o other node, i.e., each node is not only the source of its own
also an incoming traffic originated from some othef - L '
ffic flow but also the destination of some other traffic flow.

: ) : r
node, and develop a continuous time Markov chain-bas ﬁ . . ) .
theoretical framework to model the complicated packe‘f't us, there are in total distinct traffic flows inside the whole

. . . network.
delivery process in such network scenarios. ) .
« With the help of the developed theoretical framework, QUEUE StructureWithout loss of generality, we focus on a

we further derive closed-form expressions for both thtggged flow and de.note its source and destination by $bde
d nodeD, respectively. According to the two-hop relay [10],

where the important relay behaviors of forwarding traffi 4], [15], [29], § can also be a potential relay for oth@r— 2
for itself or for other nodes, are carefully incorporated®Ws (€xcept the two flows originated from and destined for
itself). As illustrated in Fig. 2, we assume thé&tmaintains

into the analysis. A _ .
« Finally, we provide extensive numerical results to val” individual queues at its buffer, one designated-queue for

idate our theoretical framework and explore how th toring .the packets that are destined for itself, one Iqu&lue_
node selfishness in relay cooperation and network si storing the packets that are locally generated.andmmttl
will influence both the expected delivery delay and th r n_odeD, andn —2 parallel relay-que_ues for storing packets
expected delivery cost of two-hop relay routing. estined for other, — 2 nodes (excluding and D).

. . . . It is noticed that for a general packBtgenerated a$, there
The rest of this paper is outlined as follows. Section Il . ; :
may exist remnant copies dP carried by relay nodes after

introduces the system models. In Section lll, we develop tl}e has been received bi. In order to remove such remnant
continuous time Markov chain-based theoretical framework )

and derive closed-form expressions for both the expect%cc)ipleS of already receive d packets, we adoptapgcketsequen
. . - number based mechanism for the two-hop relaying [15], [29].
delivery delay and the expected delivery cost. We prow{e M
) . : . —or the tagged flowS labels each packeP waiting in the
extensive numerical results in Section IV and conclude this .
aper in Section V ocal-queue with asend numbelS N (P), such thatP can be
bap ' easily retrieved from the queue buffers by other relay nodes
Similarly, D maintains arequest numbeRN (D) to indicate
Il. SYSTEM MODEL the send number of the packet it is currently requestingy suc
Network Model: We consider a delay tolerant networkthat all packets are received in orderiat
with n mobile nodes. We assume that two nodes are ableMobility Model: We assume that the node inter-meeting

to communicate with each other only when they are withitimes, i.e., the time elapsed between two consecutive ctnta

expected delivery delay and the expected delivery co



of a given node pair, are exponentially distributed witrerat of P, to at mostn — 2 distinct relay nodes, the corresponding
meeting intensityA. The validity of this assumption hasCTMC is a finite-state absorbing CTMC. We illustrate the
been discussed in [34], and it has been demonstrated tottamsition diagram of the Markov chain in Fig. 3, where the
fairly accurate for a number of mobility models, like Randorstate A denotes the absorbing state, i.e., the destination node
Direction, Random Waypoint and Random Walker, [11], [13]P successfully receives the packet.
[22]. As shown in [34], the inter-meeting intensify can be From Fig. 3, we can see that for each transient stdteere,
determined by 1 <k <n-—1, it may have at most three different transitions:
SwRY the transition to its neighboring state-1, the transition to the
=z (1) absorbing statel and the transition back to itself. We assume

that when in staté;, the Markov chain either transits to state

yvhereﬁz refershto _ttrr']e transntwlts&t%n rlange Off each node and, | aeter time S, (k) or transits to state! after time Sy (k).
is small enough with respect to the lengthof square area, It is noticed that staté: will transit to statek + 1 if and

le., R < L, vis the scalar velocity of nodes gnd the constal%ly if the sourceS successfully delivers out a new copy
w = 1 (resp.w = 1.368) for the Random Direction (resp. of packet P,. As there aren — 1 — k relay nodes without

Random Waypoint) mobility model. carrying a copy ofP, in statek, say Ry, Rs,..., Ry_1—k,

Node Behaviorfor the tagged flow, every time the SOUrCe & denote byl the time it takesS to deliver a copy ofP,
S encounters some node (rather than the destinatioP), to relay R;, 1 é i<mn—1-k As the node inter—meet;ng

Itf 5 vr\]/m's thet oth)ﬁrtunlt}[/ to transmit 3 ﬁack.et thénhas times between any node pair are assumed to be exponentially
wo choices: to either act as a source deliveringat@ copy  yiqyinted with inter-meeting intensity, it is easy to see

of itlf Ito_cai-hqueule packet, or ac_:c_ag %rﬁ_lﬁy ?elivering%t_@ that T; follows the exponential distribution with meaﬁ;.
packet in the relay-queue specified f8r The former choice Since Sy (k) = min{Ty, T, ..., To_1_x}, Si(k) follows an

expedites the delivery process of its own traffic f.IOW (deelsim exponential distribution with meami_,f_1 Y- Similarly, we
for D), while the latter improves the information delivery (n )p

process of other flow (destined for nod®. It is notable that can see tEa'S?(k) follows an exponential distribution with
o . .mean ——=—. If we denote byb; (k) the rate of state
a node may become more willing to forward its own trafﬁE (k—kp+p)A

A

rather than that of others when it encounters some node. T %nsmng to state: + 1 and denote by,(k) the rate of state

kind of selfish behaviors may become much more significa ttransmng to stated, then we have
when mobile nodes are operating under both QoS requirements
(e.g., delivery delay requirements) and energy consumptio

constraints. To analytically characterize the impact ofhsu (ke
behavior on the delivery performance of two-hop relaying, w Pr(Sy(k) <z)=1-e" ©)
assume tha$' will deliver its own packet ta? with probability

Pr(Si(k) <z)=1—e 01k 2)

p, and deliver toR a packet (if available) destined fat with V€Te
robabilityl —p, 0 < p < 1. 1
PIOPERIy == B= P = bi(k) = 5(n —k — 1)p )
1
I1l. M ARKOVIAN ANALYSIS by (k) = §(k —kp+p)A (5)

In this section, we first develop a continuous time Markov
chain-based theoretical framework to model the packetdeli If we further denote by (k) the overall sojourn time inside
ery process of the two-hop relay routing in DTNs and derive general transient stakeand denote by(k) the rate of state
some related basic results, then proceed to derive claseu-f £ transiting back to itselfl < k£ < n — 1, then we have the
expressions for the expected delivery delay and the exgpectellowing lemma.
delivery cost. Lemma 1:For a general transient state 1 < k < n — 1,
the sojourn timeS(k) follows an exponential distribution with

1
A. Markov Chain Framework and Related Basic Results M€y 1€+

Without loss of generality, we focus on the head-of-line P(S(k) <) =1 _ e—bk)z (6)
(HoL) packet P, of the tagged flow. Recall that when two
nodes meet each other, either one has the same probabiljpere
to become the transmitting node. Given that the destination

nodeD is requestingPy, it is easy to see that the source node b(k) = l(np — 2kp + k) (7)
S will deliver out a copy of P, with probability p/2 when 2
encountering a relay node, and a relay node carryipgvill Proof: Since there are two outgoing transitions from state

forward P, with probability (1 — p)/2 when encounterind). . in the Markov chain of Fig. 31 < k < n — 1, ie,
If we use the total copy number of packf in the network the transition to neighboring state+ 1 and the transition

(including the original one at the source nof§ to denote to absorbing statel, the overall sojourn timeS(k) can be
a transient state, the whole packet delivery procesof determined as

can be modeled with an absorbing CTMC (Continuous Time
Markov Chain). Since the source nodecan deliver copies S(k) = min{S1(k), S2(k)} (8)
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Fig. 3.

Transition diagram of the finite-state absorbing GIiér the HoL packetP;, of the local-queue at the source noflegiven that the destination

node D is also requesting?,. For each transient stafe the corresponding transition rabg (k) to its neighboring state, the transition rdig(k) to the
absorbing stated and the transition raté(k) to itself are listed at the bottom part of the figure.

Together with (2) and (3), we have

Pr(S(k) < z) = Pr(S1(k) <z | S1(k) < Sa(k))
P, (Sl(k) <z, Sl(k) < Sg(k))

=T PG < %) ©

Since
P(S1(k) <, S1(k) < S2(k))
/ by (k)e 1 (tqy / bo(k)e b2y,
1(

0 Jt
_ / by (ke (b (B bal)e gy

’ b (k)
bi(k) + ba(k)

(1 — e—(bl(k)+b2(k))ac) (10)

and

Pu(S1(k) < So(k)) = ——2 k)

) thty Y

Substituting (10) and (11) into (9), it follows (6) and (7).

wherel <k <n—1.

Proof: Given N; = k, we can see that the last transient
state before the Markov chain gets absorbed is the &tdte,
the Markov chain becomes absorbed along the path2 —
3— .-+ —=k— A. Thus, we have

k-1
Po(Ng = k) = [ p1(4) - p2(k) (15)
j=1
Substituting (12) and (13) into (15), it follows (14) after
some basic algebraic operations. [ ]

B. Expected Delivery Delay and Expected Delivery Cost

With the help of the developed Markov chain framework
and the related basic results, we proceed to derive closed-
form expressions for the expected packet delivery delay and
the expected packet delivery cost. We first introduce hege th
following definitions for the packet delivery delay and the
packet delivery cost.

Definition 1: For the HoL packetP;, at the local-queue of

Its easy to further verify that (6) and (7) also hold for thene source nods, the packet delivery delay is the time elapsed
casek = n — 1. Therefore, we finish the proof for Lemma 1y anyeen the time whes starts to transmi?, and the time

For a general transient staiein the CTMC of Fig. 3, if
we denote byp; (k) andps (k) the transition probability from

when the destination nodP receivesk,.
Definition 2: For the HoL packetP;, at the local-queue of
the source nodé, the packet delivery cost is the total number

statek to statek + 1 and the transition probability from state¢ transmissions for packet, between the time whef starts
k to stateA, respectively, combining (4), (5) and (7) we caR, tansmit P, and the time when the destination node

see that
_bi(k) _ (n—k-—-1)p
PR = 3 T 2tk (12)
_be(k)  k—kp+p
re(k) = Sy T wp—2kp 1k (13)

receivespP;,.

Notice that in Definition 2, the packet delivery cost inclade
the last transmission from the source ndtiéor some relay)
to the destinationD. If we denote byT,; and C, the deliv-
ery delay and delivery cost, respectively, then we have the
following theorems about{T,} andE{C,}.

We further assume that when the CTMC of Fig. 3 enters Theorem 1:The expected delivery delaf£{T;} can be
the absorbing statel there are in totalV; message copies determined as

in the network, i.e., the Markov chain in Fig. 3 gets absorbed
from stateN,, 1 < Ny < n—1. Notice that theséV, message
copies include (resp. exclude) the copy at the source 1sode
(resp. at the destination node). Thus, we have the following

lemma.
Lemma 2: The pdf (probability distribution function) oW,
can be given by

(n—2)!-p" 1 (k — kp+p)
(n—k—=1)!-TT5_, (np — 2jp + j)

P(Ny=k) =

(14)

E{T) =3 P(Na=h)- Y o)
k=1 j=1

where theP,.(N; = k) and b(j) are given by (14) and (7),
respectively.

Proof: We denote byL,(s) the Laplace-Stieltjes trans-
form of T,;, s > 0, thus we have

de(S)

E{Td} - dS s=0

7



Since Theorem 2:The expected delivery codi{C,} can be de-
termined as

(n—2)!-p*=1 (k% — k2p + kp)
=> E{e""* | Ny =k} P.(Ng=k) (18) EiCat= Z (n— k=1 TS, (np — 2jp + 5) )

Proof: As indicated by Lemma 2, the CTMC in Fig. 3 will

Lq(s) = E{e_Td"“}

— ZE{G_ 51 53)s | Ng=k}-P.(Ng=k) become absorbed from statewith probability P,.(N; = k).
=1 Notice that when the Markov chain arrives at the siate— 1
(19) transmissions in total are taken for the packgt Plus the last
n—1 transmission taken from stateto the absorbing statd, we
= f(s,k) - P.(Ng=k) (20) can see that when the Markov chain gets absorbed from state
k=1 k, the corresponding delivery cost is alsoThus, the expected
where delivery costE{Cy} can be given by
 Rfe- T 5G| N, — =
f(s,k) = E{e” == | No =k} (21) E{Cq} = k- P.(Ng=k) (30)
k=1

(18) follows by conditioning on theV,, and (19) follows
after substituting theTy |n,—i) = fol S(5). Notice that after substituting (14), it follows (29) after some basigeal
in (20), asP, (N, = k) is given by (14) in Lemma 2, the only Praic operations. .
remaining issue for derivation df;(s) is to derivef(s, k).

Since S(1), S(2), ..., S(k) in (21) are mutually indepen- IV. NUMERICAL RESULTS
dent, we have A. Simulation Setting

k Our simulations were based on the node contact traces gen-
k) = [ Efe=50)+} (22) erated by OMNeT++, and the packet delivery was simulated
j by a C++ program which receives pre-recorded contact traces
as input. The simulation scenario was a delay tolerant m&two

where with n nodes moving in a square area with side lenggtfEach
E{G—S(j)~s} mobile node adopted a uniform communication rafgend a
ES _ constant moving speed The mobility model was the Random
= / e " b(j)e T d (23)  Waypoint model with no pause time, and in order to avoid the
Ob(j) transient effects, the initial distribution of nodes wagwin
=7 b0 (24) from the stationary distribution [35].

and (23) follows after substituting (6) in Lemma 1. Sub$titug  Theoretical Vs. Simulation Results

ing (24) into (22), we have To verify the theoretical framework, extensive simulation

k s \ -1 studies were conducted with the settings(af = 200, L =
fis, k) =1] (1+b(7.)) (25) 2000 m,R = 15 m,v = 5 m/s) and (n = 100,L =
j=1 J 1000 m, R = 20 m,v = 4 m/s). Notice that under these two

network settings, the node inter-meeting intensity candierel
mined as\ = 6.5332x107° s~ and\ = 2.7875x 10~% 571,
n-l respectively, according to (1). The corresponding théakt
E{Ts} = > P(Na=k)- (— @ 9_0> (26) and simulation results were summarized in Fig. 4. Notice
k=1 o that all the simulated expected delivery delay and simdlate
where expected delivery cost were calculated as the average vélue
df(s, k) 10* random and independent simulations.
( - ) Fig. 4 shows clearly that the simulation results match gicel
ds  le=0 i with the theoretical ones for botfi{7,} and E{C,}, so
_ (Z (1 4 i)”i. H (1 n 5)1) our framework can be used to efficiently model the packet
— b(y) b(y) 141 b() 5=0 delivery process under the two-hop relay routing in DTNs.
j=1 i=1,i#j . . .y
@7 A further careful observa}tlon of Fig. '4a indicates that for
b both the network scenarios there, asincreases from0.1
Zi (28) to 0.9, there exists an optimum setting of probabilipy
= b(j) i.e., p = 0.50, which minimizes the expected delivery delay
E{T,}. Specifically, for the network scenari@m = 200, L =
and (27) follows after substituting (25). 2000 m,R = 15 m,v = 5 m/s) (resp.(n = 100,L =
Substituting (28) into (26), it follows (16). Then we finish1000 m, R = 20 m,v = 4 m/s)), a minimumE{T,} of
the proof for Theorem 1. B 5045.26 s (resp.1624.85 s) is achieved at the setting= 0.50.

Combining (17) and (20), we can see that
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Fig. 4. Comparisons between theoretical and simulation tefod model validation under the settings (f = 200, L = 2000 m, R = 15 m,v = 5 m/s)
and (n = 100, L = 1000 m, R = 20 m,v = 4 m/s).

It is also interesting to notice that in Fig. 4a both the carvencreases wit. Actually, such behaviors can be interpreted as
of E{T;} are symmetric with the linep = 0.50, which follows: as the number of mobile nodesincreases up, there
means thatE{T,} achieved at the setting is the same as will be more chances for the source nofeto meet other
that of the settingl — p. Therefore, we can see that undenodes and thus deliver out copies for its HoL packet. Since
the two-hop relay which relies heavily on node cooperatiomsore relay nodes will be employed to help forward the packet,
for packet routing, the selfish behavior that each node adoptore transmissions will be conducted and thus the packet
a higher probability to distribute its own packets may natelivery cost is increased. On the other hand, the incrgasin
help improve the delivery delay performance. The generaldf relay nodes will also improve the packet propagation dpee
unselfish behavior, i.e., the simple fair setting pof= 0.5, and thus shorten the packet delivery delay.
achieves the best delivery delay performance for each node.
It is easy to observe from Fig. 4b that for both the
network scenarios there, the expected delivery dogt';}
monotonically increases asvaries from0.1 to 0.9. A further
careful observation of Fig. 4b indicates that the sensjtithe . ] . )
slope) of E{C,} also increases with. Specifically, E{C,;} _In this paper, we investigated the impact of relay cooper-
increases almost linearly with when0.1 < p < 0.5; while _atlon on the delivery performance of twq-hop relay rout|_ng
as p approache®).9, E{C,} rises up sharply. In light of I delay toIerapt networks. A continuous time Markov chain-
the symmetric behavior oE{T,} observed from Fig. 4a, based thepretlcal framework was develloped to model the
we can see that when operating under the two-hop re@gcket dellvery process under suqh routing scheme. Closed-
routing, each mobile node may select a probability [0, 0.5], form expressions were further derlv_ed for both t_he expected
where a highep value achieves a smaller delivery delay bui€livery delay and the expected delivery cost, with a génera
unavoidably results in a higher delivery cost. Thus, a carefS€tting of the relay forwarding behavior. Our results shba t
trade-off needs to be made according to the specified delivdPr @ given DTN theE{T;} achieved at the setting is the

delay requirement and energy consumption constraints. Same as that of the setting— p, and the generally unselfish
behavior, i.e., the simple fair setting @f = 0.5, achieves

the best delivery delay performance for each node. Thexefor

C. E{Ty4} andE{C4} Vs.n each mobile node may select a probability € [0,0.5],

Based on the theoretical framework, we further procea¥here a highep value achieves a smaller delivery delay but
to explore how the number of nodes, will affect the unavoidably results in a higher delivery cost. Thus, a cdref
expected delivery delaf{T,} and expected delivery costtrade-off needs to be made according to the specified dgliver
E{C,}. The node inter-meeting intensity was fixed &s= delay requirement and energy consumption constraints.
1.0453 x 1075 s~1, which corresponds to the network setting Notice that the theoretical models and closed-form expres-
of (L = 5000 m,R = 15 m,v = 5 m/s). We consider sions in this paper were developed mainly under the assump-
three settings op (p = 0.15, 0.25 and0.50) and letn varies tions of homogeneous packet size and permutation traffic
from 50 to 300 to ensure that the resulted network is sparsepattern. Therefore, one of our future research directien® i
distributed and in line with a DTN scenario. As shown imlevelop theoretical models for other more general network
Figs. 5a and 5b, for all three settings pfthere, E{T;} scenarios, like the heterogeneous packet sizes and hybrid
monotonically decreases with while E{C,;} monotonically traffic patterns.

V. CONCLUSION
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