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Abstract—The available two-hop relay protocols with out-of-
order or strictly in-order reception can not provide a flexible
control for the packet delivery delay, which may significantly
limit their applications to the future MANETs with different
delay requirements. This paper extends the conventional two-
hop relay and proposes a general group-based two-hop relay
algorithm with packet redundancy. In such an algorithm with
packet redundancy limit f and group size g (2HR-(f,g) for
short), each packet is delivered to at mostf distinct relay
nodes and can be accepted by its destination if it is a fresh
packet to the destination and also it is amongy packets of the
group the destination is currently requesting. The 2HR{f, g)

gets accepted by its destination if it is “fresh” (never reed
before). The out-of-order two-hop relay with redundancg ha
also been explored recently [8], [9], where each packet may
have multiple copies in the transmission process.

For the two-hop relay with in-order reception, lot of re-
ception opportunities may be wasted as the destination only
accepts packets according to their sequence orders,ingsult
in an increase in the packet delivery delay. The out-of-orde
two-hop relay, on the other hand, can take the full advanvige
each reception opportunity but each mobile node there ghoul

covers the available two-hop relay protocols as special cases, likepotentially carry a very big (if not infinite) buffer to accem

the in-order reception ones ( > 1, g = 1), the out-of-order
reception ones with redundancy > 1, ¢ = oo) or without
redundancy (f = 1, g = oc0). A Markov chain-based theoretical
framework is further developed to analyze how the mean value
and variance of packet delivery delay vary with the parameters
f and g, where the important medium contention, interference
and traffic contention issues are carefully incorporated into the
analysis. Extensive simulation and theoretical results are providé
to illustrate the performance of the 2HR<f,g) algorithm and
the corresponding theoretical framework, which indicate that the
theoretical framework is efficient in delay analysis and the new
2HR-(f, g) algorithm actually enables both the mean value and
variance of packet delivery delay to be flexibly controlled in a
large region.

Index Terms—Mobile ad hoc networks, two-hop relay, packet
redundancy, delivery delay.

I. INTRODUCTION

modate all possible arrivals, which is not really practifl
the MANETS. Also, the early arrived packets there may need
to wait a long time for the arrivals of other related packets,
which may make the early arrived packets become expired and
thus useless. The packet delay for two-hop relay MANETSs
has been extensively studied in the literature, in termgof i
order sense scaling laws with network size or its closedifor
analytical models (see Section VI for related works). These
delay results indicate that the available out-of-ordertocty
in-order two-hop relay protocols, although simple and easy
to operate, can not provide a flexible control for the packet
delivery delay. The lack of a flexible delay control in avhla
two-hop relay protocols may significantly limit their albyi
to support various delay sensitive applications in the riutu
MANETS, like VoIP [10]-[12], video streaming [13], [14],
real-time monitoring and networked control [15], [16], etc
This paper extends the conventional two-hop relay to a

Two-hop relay and its variants have been a class of attEBCtE{roup-based two-hop relay with packet redundancy to enable

routing protocols for mobile ad hoc networks (MANETS) du

to their efficiency and simplicity [1], [2]. In the two-hop
relay routing, the source first transmits packets to the fasbi
(relays) it encounters; relays then transmit the packelgibn

they come in contact with the destination. Thus, each packet

travels at most two hops to reach its destination.

The available two-hop relay algorithms adopt either out-
of-order or strictly in-order reception, which are the two
extreme cases of reception mode. In the in-order two-hop

relay algorithms, like the ones proposed in [3]-[5], eactkpea
should be received in-order at its destination. The algorit

in [1], [6], [7] can be regarded as the out-of-order two-hop
without redundancy, where a packet has at most one copy ang
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the packet delivery delay to be flexibly controlled in a large

region. The main contributions of this paper are as follows.

« This paper proposes a new 2HR-g) algorithm, where
each packet is delivered to at mgstistinct relay nodes
and can be accepted by its destination if it is a fresh
packet to the destination and also it is amagnpackets
of the group the destination is currently requesting. This
algorithm is general and covers all the available two-
hop routing protocols as special cases, like the in-order
ones [3]-[5] f > 1, ¢ = 1), the out-of-order ones
with redundancy [8], [9] f > 1, ¢ = oo) or without
redundancy [1], [6], [7] £ = 1, g = ).

To capture the complex packet delivery process in a
MANET with 2HR-(f, g), we further develop a general
theoretical framework based on the multi-dimensional
Markov chain, which covers the available frameworks for
conventional two-hop relay analysis as special cases [17]-
[20]. The theoretical framework is powerful in the sense



it enables not only the mean value but also the variance 1,5-R
of packet delivery delay to be derived analytically with
a careful consideration of the important medium con-
tention, interference and traffic contention issues.

« Extensive simulation and theoretical results are provided
to validate the 2HR+f,g) algorithm and the Markov 3
chain theoretical framework. These results indicate that ) — in SR
the theoretical framework is very efficient in packet )

delay analysis, and more importantly, the new 2HRq) : P\* R o’ (i<Rj~)
algorithm makes it possible for us to flexibly control the \_/”/P SRR ﬁ
packet delivery delay (and its variance) in a large region S \ o '
through the proper settings g¢gfandg.

S >R : Source to Relay

The rest of this paper is outlined as follows. Section Il in- R->D : Relay to Destination
troduces the system models, the 2K|Rg) algorithm and the
corresponding transmission scheduling scheme. In Seldtjon Fig. 1. lllustration of the 2HR:f, g) relay algorithm for a tagged flow,
we develop the Markov chain-based theoretical framewodk awhose source nod§ is transmitting packef’ to the destination nod®.
provide some basic results. In Section IV, we analytically
derive the expected value and standard derivation for pac??

delivery delay. Section V presents the numerical results 88 locally generated at the node and waiting for their copie
validate the theoretical framework and the 2K|Ry) algo- P o f copies for each packet) to be dispatched, one already-

. . . k ; ent-queue for storing packets whaogecopies have already
rithm. Finally we mtroduge the _related works in Section V een dispatched but their reception status are not confirmed
and conclude this paper in Section VII.

yet (from destination node), and — 2 parallel relay-queues
for storing packets of other flows (one queue per flow).

Il. 2HR-(f, g) ALGORITHM AND TRANSMISSION To support the group based transmission in the ZHRy
SCHEDULING algorithm, the source nod# divides packets waiting at its
A. System Models local-queue into consecutive grougspackets per group, and

labels each packeP with a send group numbefG(P) and
asequence numbef N (P) (1 < SN(P) < g). Similarly, the
{JﬁdeD also maintains aquest group numbeRG (D) and an

The concerned network consists ®wfmobile nodes inside
a unit square, which is evenly divided into x m cells. We

focus on a slotted system and a fast mobility scenario [2I dicator vectorIN (D). The IN(D) is a g-bit binary vector

where only one-hop transmissions are possible within €Lt records the reception status of current requestingpgro

time slot, and the total number of bits transmitted per sot ‘I,ﬁt D, where theiy,, bit IN;(D) is set as 0 (resp. 1) if thiy,

fixed and normalized to 1 packet. The nodes mdependenpgCket of the current requesting group has (resp. has net) be

roam from cell to cell, following the bi-dimensional i'i'd'received To simplify the analysis, we assume that eacly rela
mobility model [3]. At the beginning of each time slot, each . P ysIS,

: . node will carry at most one packet for any particular group.
node mdepend'enFIy and unlformly selects a cell amongrdl We further int?loduce the follol?/ving definitio%sr:) oo
cells and stays in it for the whole time slot. The protocol elod )
with guarding factorA in [22] is adopted as the interference ° Fresh packet an_d r_lon-fresh packetA pac_ket is called .
model here. We further assume a permutation traffic pattern & ffesh packet if it has not been received yet by its
in the saturated case [21], where each node is a source and destination; a non-fresh packet, otherwise.
at the same time a destination of some other node, and each Fesh node and non-fresh nodeFor a tagged packet
source node always has packets waiting for delivery. For a 9rouP. @ node (except the sourSeand the destination

given source-destination pair, we call the traffic betwéemt D) is called a fresh node if it is carrying a fresh packet
as a flow. for the group; otherwise, if the node is either carrying

a non-fresh packet or carrying no packet for the tagged
_ group, it is called a non-fresh node.
B. 2HR{f,g) Algorithm Based on the above definitions, the 2KiRy) algorithm
Without loss of generality, we focus on a tagged flow anchn be summarized as follows.
denote its source node and destination nodeSaand D, 2HR-(f, g) Algorithm: For the tagged flow, every time the
respectively. As illustrated in Fig. 1 that with the 2HR-g) nodeS gets a transmission opportunity, it operates as follows:
algorithm, the source nodg will deliver at mostf copies of Step 1: (Source-to-Destination) If the nod@ is among its
a packetP to distinct relay nodes, while the destinatidh one-hop neighbors, it initiates a handshake witho get its
may finally receive the packet from one relay naéle RG(D) andIN(D). Then it tries to transmit a fresh packet
Notice that each node can be a potential relay for othdirectly to D, where the packet to be transmitted is selected as
n—2 flows (except the two flows originated from and destinefibllows: it first checks its local-queue, starting from itedu-
for itself), thus, to support the operation of the 2K|Ry) of-line packetP;, to find a fresh packet; if it fails, then it tries
algorithm, we assume that each node maintairiadividual to retrieve a fresh packet from the already-sent-queue.
gueues at its buffer: one local-queue for storing the paadkett Step 2: Otherwise, if the nodeD is not among the one-
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Fig. 2. lllustration of the Relay-to-Destination mode, whdhe nodeS 1
(acting as a relay) transmits a fresh packetlestined for the nod&’. K}/

hop neighbors of5, the nodeS randomly chooses one of the
following two operations to perform:

o (Source-to-Relay) It first randomly selects one node (say
R) from its C.urrent One-hOp nelghbors, theh initiates ig. 3.  An example of a concurrent-set of cells with= 4. The cells are
handshake with? to check whether the nod is a non-  givided into 16 different concurrent-sets and all the shiacils belong to the
fresh node. If so, it delivers a new copy &%, to R; same concurrent-set. The distribution of all the remainindesoin the unit
otherwise it remains idle for this time slot. square is not shown for simplicity.

o (Relay-to-Destination) It acts as a relay and randomly

selects one node (sdy) as the receiver from its one-  concyrrent-set: As illustrated by the shaded cells in Fig. 3,
hop neighbors. As indicated in Fig. 2 that it first initiateg, concurrent-set is a subset of cells in which any two cele ha
a handshake with’ to get the RG(V) and IN(V), 4 yertical and horizontal distance of some multiplenatells,

then checks its relay-queue specified for whether 54 || the cells there can transmit simultaneously without
there exists a fresh packet of groupG (V). If so, it interfering with each other.

delivers this packet td” and deletes all packets with 14 gyarantee the simultaneous transmissions in a
SG < RG(V) from its relay-queue fol; otherwise it concyrrent-set without interfering with each other, the
remains idle for this time slot. parametera. should be set properly. We consider a local
Notice that in the above source-to-relay transmissionryeveransmission scenario, in which a node in some cell can only
time S sends out a copy aP, it checks whethelf copies of send packets to the nodes in the same cell or its eight adjacen
Py, have already been delivered. If yes, it puis to the end cells. Two cells are called adjacent if they share a common
of the already-sent-queue and then moves ahead the regaiygint. Thus, the maximum distance between a transmitting
packets in the local-queue. At the relay naie P, is put at npode (transmitter) and a receiving node (receiver)/&/m,
the end of its relay-queue dedicated to the nbdéhus, each so we set the communication rangeras /8/m. Due to the
packet may have at mogtt1 copies in the network (including wireless interference, only cells that are sufficiently daray
the one in the already-sent-queue of its source node).  could simultaneously transmit without interfering withcha
Remark 1:In the 2HR{f, g) algorithm, if the nodeD is gther. As shown in Fig. 3, suppose that during some time
currently requesting for packets of grodpthen any fresh gjot, the nodel is scheduled to receive a packet. According
packet belonging to the groupis eligible for reception at to the definition of “concurrent-set’, we know that except
the node. The nodé) will start to receive packets of thethe transmitting node of/, another transmitting node (say
next groupi + 1 only after all packets of the grouphave pode K) in the same concurrent-set is at ledst — 2)/m
been received. Thus, the 2HR: g) algorithm ensures that the ayway from V. The condition that’x” will not interfere with
inter-group packet reception is strictly in-group-ordévilthe  the reception a/ is that, ( —2)/m > (1+ A)-r. By

intra-group packet reception is totally out-of-order. substitutingr = /8/m, we obtain thaix > (1 + A)v/8 + 2.
Remark 2:The 2HR{f, g) algorithm is flexible and gen- as ¢ is an integer and < m, we set

eral, since its packet delivery process can be flexibly cdliett

by a proper setting of the redundangyand group sizey. a=min {[(1+A)V8] +2,m},

Actually, the new algorithm covers all the available twowhere[+] returns the smallest integer not less than

hop relays as special cases, like the out-of-order ones with\otice that each cell will become active (i.e., get transmis

redundancy [8], [9] £ > 1, g = oo) or without redundancy sjon opportunity) in every? time slots. If there are more than

[1], [6], [7] (f = 1, g = o0), and the strictly in-order ones one nodes inside an active cell, a transmitting node is welec

BH5] (f>1,9=1). randomly from them, and the selected node then follows the
2HR-(f, g) algorithm for packet transmission.

C. Transmission Scheduling

To support as many simultaneous transmissions as possible,  !ll. M ARKOV CHAIN-BASED FRAMEWORK
similar to the “equivalence class” in [23] we define here the In this section, we develop a Markov chain-based theoletica
“concurrent-set” for transmission scheduling. framework to model the overall behavior of the 2HRy)



If we useA to denote the absorbing state that the destination
nodeD has received all theg packets of the tagged group, then
the transition diagrams in Fig. 4 indicate that the packév-de

ery process in a 2HRY, g)-based network can be modeled as

o a discrete-time finite-state absorbing Markov chain itatstd

(a) SR Transition Scenario (b) RD Transition Scenario in Fig. 5, where Figs. 5a, 5b and 5c¢ each represents some cases
of the full chain. Specifically, Fig. 5a defines the transitio
among neighboring states when no more than one packet is
received byD, i.e., k = 0; Fig. 5b represents the cases that
D may receive at most one more fresh packet of the tagged
group given that it has already receiviegpackets of the group,
1 < k < g—2; Fig. 5¢ shows the transition diagrams of héw

(c) SR+RD Transition Scenario (d) SD Transition Scenario may receive the last packet. The transitions of SD, SR, RD and
Fig. 4. Transition scenarios of a stdtej, k), wherel < i < f,1<j <g SR+RD in Fig. 5 _correspond to the 2HR:g) transmlss_lons
and0 < k < g, k < j. of source-to-destination, source-to-relay, relay-tetiation,
and both source-to-relay and relay-to-destination, retispay.

) . ] . Remark 3:The Markov chain model in Fig. 5 covers the
algorithm, and then provide some basic results derived frofsijable models for conventional two-hop relay analysis a

it. This framework_and related basic_ re_zsults will help us tQpeciaI cases when we sgt= 1 there [17]-[20].
perform packet delivery delay analysis in Section IV. Although the Markov chain framework in Fig. 5 is general
_ . enough to model the packet delivery process in a ZHRy)-
A. Markov Chain-based Theoretical Framework based network, it is difficult to directly apply such framewo
For a tagged packet group at the source nSdaeve use for an accurate packet delay analysis, even for the simple
a three-tuple(i, j, k) to denote the transient state thgitis scenario off > 1 andg = 1 [17], [19]. This is mainly due to
delivering theiy, (1 < i < f) copy for thej;, (1 < j < the complicated transitions that may happen among transien
g) packet while the destination node has already received states. As shown in Fig. 4 that for a stdtej, k), its next
any k (0 < k < g, k < j) of the g packets. We further state may vary significantly with the transition scenari®®R (
use (x, *, k) to denote the transient state th&thas already RD, SR+RD or SD), with the values af j and k&, and also
finished dispatching the copies of all packets in the taggedth the reception statusN (D).
group while D has only received: (0 < k < g) of them.  To simplify the analysis of packet delivery delay and enable
From the operation of the 2HRY, g) algorithm we know that both its mean value and variance to be derived analytioaty,
if a node pair(S, D) is in state(i, j, k) at the current time introduce the following assumption regarding the complex S
slot, then only one of the following four transmission sa&® transition scenario:
illustrated in Fig. 4 may happen in the next time slot: Assumption 1:Under the SD transition scenario in Fig. 4d,
« SR Scenario: source-to-relay transmission only, i%., the transient statéi, j, k) will always transit to staté1,;j +
successfully delivers thé,, copy to a new relay while 1,k + 1) wheneverk < j < g.
none of the relays delivers a fresh packet o As The Assumption 1 indicates that for a transient statg k)
shown in Fig. 4a that under such a transition scenarionder the SD transition scenario kif< j < g, i.e., the source
the statdi, j, k) may transit to three different neighboringnode S is currently delivering thej;, packet while only less
states depending on the current copy indexd also the thanj packets have been received at the destination ridde
sequence number of the current packet. by now, then we assume that thjg, packet has not been
o RD Scenario: relay-to-destination transmission only, i.ereceived yet byD.
some relay node successfully delivers a fresh packet toThis assumption is due to the following observations: 1)
node D while S fails to deliver out the,;, copy to a new To incorporate all the reception details of tlig packet into
relay node. As shown in Fig. 4b that there is only onanalysis, a much complex Markov chain with bigger state
target statei, j, k + 1) under the RD transition scenario.space and more complex transitions among neighboringsstate
« SR+RD Scenario: both source-to-relay and relay-tshould be adopted. We must be careful to avoid arriving at
destination transmissions, i.e., these two transmissiangractably complex models, so the case that fhe packet
happen simultaneously. We can see from Fig. 4c thlas been received b is neglected here; 2) Notice that the
depending on both the values ofand j, there are source nodeS always delivers out packets sequentially, so the
three possible target states under the SR+RD transitipacket delivered out earlier will be likely received early a
scenario, similar to that under the SR scenario. the destination. Thus, thg, packet currently being delivered
« SD Scenario: source-to-destination transmission, ke.,at S is very likely not received yet byD given that only
successfully delivers out a fresh packet/’o As shown £k < j packets have been received atby now. Notice also
in Fig. 4d that under the SD transition scenario, the statteat this assumption only applies to the special SD tramsiti
(i,7,k) may transit to(1,5 + 1,k + 1), (1,7 +2,k+ 1) scenario, which in general happens with negligible prdigbi
or (x,*,k + 1), depending on the sequence numpef in comparison with that of the SR or RD transition scenario
the current packet and also its reception stdt¥s(D). in a large MANET. Therefore, the simplification introduced

if j = g-1,IN(D)=0 or j = g
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Fig. 5. Transition diagram of the Markov chain for the geh@tdR-(f, g) algorithm. For each transient state, the transition backsgifiis not shown for
simplicity.

by the Assumption 1 will not cause a significant error in the Lemma 3:For a tagged flow, suppose that the source node

overall packet delay analysis, as to be validated in Sedfion S is delivering copies for some packet groum the current

time slot, the destination nod® is requesting the packets

B. Some Basic Results of the groupi, and there are currently; fresh nodes and
{z non-fresh nodes for the groupin the network. For the
model, the total number of transient statess determined as N€Xt time slot, we use”.(t1) to denote the probability that
D will receive a fresh packet, usé,(t2) to denote the

B = f(g2 +3g—2)+1. (1) probability thatS will successfully deliver out a copy to some

2 new relay, and useé(t1,t2) to denote the probability that

Actually, thesef transient states are arranged itarows, hoth a successful source-to-relay transmission and a-tetay

where the number of transient stateg in the k;, row (0 < destination transmission will be performed. Then we have
k < g—1)is given by

We can easily see from Fig. 5 that in the Markov-chai

(g+1—k)f ifl<k<g-1, Pr(tl)_pﬁg(n_z)p” ()
B0 it k=0 @) ts
' Py(t2) = mpz, (8)
We now establish the following lemmas regarding some
basic results of the Markov-chain model in Fig. 5, which will ) o\ =5
help us for packet delay analysi_s in Secti.on I.V. Pyt t2) = t1t2(m2 —404 ) Z (” - 5>h(k:)
Lemma 1:For the Markov-chain model in Fig. 5, the num- dm o o k
ber of fresh nodes, and the number of non-fresh nodes n—d—k Ak 18 \ ekt
in thet,;, transient state of,;, row, ¢t € [1, Ly, k € [1,9— 1], { 3 (" TR )h(t) (1 _ 78) }7 Q)
can be determined as = t m?
up 2t — f, (3) Where
z+1 z+1
upr=n—2—t+k—(k—1)f. (4) h(x)=9<%)+ _8(%)+ (10)
Lemma 2:For a given time slot and a tagged flow, we (z+1)(z+2)

usep; and p; to denote the probability tha$' conducts a  Remark 4: The proofs of above lemmas can be found
source-to-destination transmission and the probabiligt 5 in Appendix A, where the important medium contention,
conducts a source-to-relay or relay-to-destination tragsion, interference and traffic contention issues have been direfu
respectively. Then we have incorporated into the analysis of the probabilitigs, po,

1 /9n —m? 1N 180 41— m? P.(t1), Pi(t2) and Ps(t1,t2). The basic idea behind the proof
n==(—7——"+=-(1-— — ) )
a?2\n(n-1) m )

for Lemma 1 is to consider a general transient state, k)
1 <m2 —9( < 1 )"’_1> <1 9 )"’_1 in the Markov chain model of Fig. 5, then the (3) follows
6)

and find its mapping relationship with thg, state ofk;;, row
p2= by assuming that the curreny}, packet is not among thg

received packets, and the (4) follows by assuming that all th

o2\ n—1



k packets are received from relay nodes. The basic ideatakes to become absorbed given that the chain starts from the
proofs for Lemmas 2 and 3 is to first properly divide the target;, transient statel(< ¢ < f3), then we have

events, like the event that conducts a source-to-destination

transmission for a given time slot in Lemma 2 and the event T(f,g) = br, (13)
that D will receive a fresh packet when there are currently

ti fresh nodes in Lemma 3, into mutually exclusive casewhere the expected valug{b, } of b, is given by

represent each case by several simultaneous and independen .
g k—1

sub-events, and then derive the target probability basettieon )
laws of multiplication and addition. E{bi} =) > Nu(l,j (14)
k=1 j=1
IV. PACKET DELIVERY DELAY ANALYSIS Then the expected packet delivery del&yT,,} can be deter-
With the help of the Markov-chain framework and relate(qq'ned as g Lis

basic results in Section Ill, this sectior_l p_rovides the }atuﬂ_ E{T,} = - Z Z Ny (1, ). (15)

both expected value and standard deviation of packet dglive

delay under the 2HRY, g) algorithm. We first introduce the

following definition about the delivery delay of a packet gpo o
Definition 1: For a packet group at a source nofigthe B. Standard Deviation

delivery delay of the group is the time elapsed between theFrom (11) and (13) we can easily see that the variance of

time slot.S moves the first packet of the group into the heacbacket delivery delay/ar{T,} can be determined as
of-line at its local-queue and the time slot when the detina

node D receives the last packet of the group. Var{T,} = iVar{bl}. (16)
For the 2HR(f, ¢) relay algorithm, if we denote b¥'(f, g) P 2
the delivery delay of a packet group and denoteZhythe

kl]l

. Since Var{b;} = E{b*} — (E{b1})?> and E{b;} can be
average delivery delay of one packet, then we have determined by (14), we only need to derive mebIQ} here.
T(f,9) Based on the definition df; we can see that the expected
— 7 (112) 29 e o

g valueE{b;"} is given by

Remark 5:Under the 2HR(f, g) algorithm, the destination 8
node D queues up the packets of a group until it receives all E{bf} = Z qi;B{(1 +b;)*}

1, =

packets of that group, and then considers the packets of the j=1

group delivered. Thus, as the (11) shows that the per packet

delivery delayT,, is calculated on a group basis. =1+2 Zqij -E{b;} + Zqij “E{b;%}. (17)
j=1 j=1

A. Expected Packet Delivery Delay Let b)) — (E{bleE{ij}’.”7E{bﬁj})T, then we can

As illustrated in Fig. 5, all3 transient states in the Markovrearrange (17) as
chain model are arranged intg rows. We number these
transient states sequentially B, .. ., 3, in a left-to-right and I-b® =c+2Q-b" +Q-b®), (18)
top-to-down way. For these transient statesgletdenote the
transition probability from transient sateto transient state .
j, then we can define a matri® = (g;;)sxp Of transition
probabilities among transient states there. From the yhebr

wherec is the 5 x 1 column vector with all entries being 1,
e,c={1,1,...,1}7.
Then, according to [25], we have

Markov chain [24] we know that the fundamental math b = N.c (19)
of the Markov chain in Fig. 5 is given by ’
2) _
N=(I-Q', (12) b® = N(I+2Q N)ec. (20)

whereN = (a;;)sx5 and the entryu;; denotes the expected  Since E{b,’} = e-b®, wheree = {1,0,...,0}, the
number of times in thg,, transient state until absorption givenE{t1°} andVar{T,} can be derived based @ andN.

that the chain starts from thig, transient state. The above results indicate clearly that the only remaining
Based on the Markov chain structure in Fig. 5, we ca@sue for the calculation of botB{7},} and Var{T,} is the
actually partition the matriXN into g-by-g blocks asN = derivation of matrice€Q and NN, as discussed in the follows.

(N¢k)gx g, Where the block (i.e., sub-matrigy,, corresponds
to the expected number of times in the transient states 8f Derivation of MatrixQ

(k — 1)¢, row of the Markov chain structure given that the

Markov chain starts from the transient stateqof 1),;, row Notice that for the Markov chain in Fig. 5, the transitions
there. If we useN,(i,j) to denote thej-entry of a block happen only among the transient states of the same row or
N, and further usé; to denote the time the Markov chainneighboring rows, so the matri® there can be defined as
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Q Q
Q Q
Q= Q. Q, :

Qg72
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ngQ

where the block (sub-matrix});. of size L x L corresponds
to the transition probabilities among the transient statfes
k:n row in the Markov chain, while the block, of size

(21)

Qu(iyi—f+1) = Py(up, uo)

e« Whenk =0,
Qu (i, (%1 ) =m

and [z] returns the smallest integer not less than

if f+1<i< Ly (29)

if 1<i<Lo, (30)

Pli—1)—pi—Pi(i—1,n—1—1)
if2§i<L0,
if i = Lo,

Qy (i, i—1) =

Ly, x L1 corresponds to the transition probabilities from the

transient states of thig;, row to that of the(k + 1), row. All
the other blocks are zero matrices here and thus omitted for
simplicity. The (21) indicates that to derive the mat@x we

just need to calculate the sub-matrid®s and Q;C there.

Calculation of Qg: Let Q (¢, 7) denote thej-entry of the
sub-matrixQg, 4, j € [1, L], then the non-zero entries

can be determined as
e Whenl <k<g-1,

Pd(uo) |f1§l§f,

Qk(iai+ 1) = Pd(uo) - Ps(urauo) (22)

if f4+1<i< Ly,

1_p1_Pd(uo) |f1§2§f7

Qk(l7l) _ 1-—- Pd(uo) _.Pr(ur) + ]?s(urauo)
if f+1<i< Ly,
17PT(UT) if Z:Lk

(23)

e« whenk =0,

Qo(i,i+1)=Pyn—1—4)—Ps(i—1,n—1—14)

if 1<i< Lo, (24)
1—Py(n—1—i)—Pu(i—1)
Qo(ii) =4 +P(i—1,n—1—14) if1<i< Lo,
1—Pu(g-f) if i = L.
(25)

Calculation of Q,: The sub-matrixQ,, is of size L; x

Li11, where its non-zeraj-entry Q, (i, j) is determined as

e Whenl <k <g-—2,

Qu(i,j(i)- f)=p F1<i<Ly  (26)
where
D if1<i<f,
“”{ 4] it frl<i< Ly 2D

and | x| returns the largest integer not greater than

Pr(ur) —P1— Ps(u'rauo)
if f4+1<i< L,
if i =Ly,

Qi — f) =
P.(u,)

(28)

Qu(i,i)=P,(i—1,n—1—4i) if2<i< Ly (32)

D. Derivation of MatrixIN

We denote the matrix — Q asG, soN = G'. Based on
the structure ofQ we can see that the matri® can also be
defined in the block structure. L¢G,} and{G, } denote the
main diagonal and upper diagonal blocks@f then we have

=g ifi=,
Gy(i,j) = {—Qk(i7j) otherwise, 53)
G, (i,7) = —Qu (i, ). (24)

The following lemma indicates that the matiX can be
calculate based ofiG; '} and {G, }.

Lemma 4:The fundamental matritN = (N;;),x, Of the
Markov chain in Fig. 5 can be determined as

0 if ©> 7,
Ni; = G4 if i = j,
)T G eG Y i<
(35)

wherei, j € [1, g].

Proof: We can easily see that the matk=1 — Q also
has a block partition similar to that @ in (21), with sub-
matrices (blocks) in the main diagonal and upper diagonal,
while other blocks are zero matrices. As to be proved in
Lemma 5, each main diagonal blo€k; of G is invertible
(i.e., its inverse matri>G,;1 exists),k € [0,g — 1] . Similarly,
we can easily see th&k is invertible and its inverse matrix
G~! (i.e., N) is an upper block triangular matrix. Thus, the
formula (35) follows after some basic row operations. ®

Since {G;} can be calculated based on (34), the only
remaining issue for evaluatiny is to determine{G'}.

Lemma 5: Each sub-matrixG;, of G has an inverstl,
whereij-entry G, ' (i, j) of G, ' can be determined as

0 if 1> j,
Gil(ivj) = Gk%i,i) if i =7,
i —1 1—1 Gg(t,t+1 . . .
(IS S ety i<,
(36)

wherek € [0,9 — 1], 4,5 € [1, Lg].
Proof: As indicated in (33) that for eacks;, we have
Gy = I — Q. Obviously, G, is a square matrix of size
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Ly, x Ly. Combining the definitions 0, in the (22), (23),  compaRISON BETWEEN SIMULATED AND THEORETICAL RESULTS FOR

(24) and (25) with the fact thét < Qg (7,7) < 1 andQy (¢, i+ MODEL VALIDATION , m = 16, SIMULATED / THEORETICAL
1) > 0, we know thatd < G(i,7) < 1, Gg(i,i+1) < 0 and
all other off-diagonal entries are zero. Th@; is invertible E{Tp} v Var{Ty}
dits | i | i | rix. Aft g=1,f=2 | 1850.3 £3.5/1849.7 | 1805.5/1803.9
and its inverse matri%, * is an upper triangular matrix. After | ,, _ 100 [~g=5 F=4 | 1196.7 £ 0.9/1198.8 | 456.62/456.81
some basic row operations, the (36) follows. [ ] g=10,f =6 | 1086.6 £ 0.5/1118.7 | 242.19/242.68
g=1,f=2 | 2703.1£5.3/2702.5 | 2676.3/2675.1
n=250 | g=5,f =4 | 2043.1 £1.7/2043.2 | 845.23/344.89
V. NUMERICAL RESULTS g=10,7 =6 | 1662.8£0.8/1670.7 | 424.09/423.55
- ; s - - g=1,f=2 | 4686.2%9.2/4685 | 4671.6/4665
Iq this section, we first verify thg efﬂmgncy of the Markpv n=600 [g=5 =4 40453 £3.4/10076 | T7AL1/17396
chain-based framework through simulation, then apply it to g=10,f =6 | 3444.5 £ 1.9/3446 | 967.80/967.94

explore how the parameteisand g would affect the packet
delivery delay in a 2HR-f, g) MANET.

I m=16 n=100 f=6

—— theoretical

A. Simulation Setting
----random walk simulation

A simulator was developed to simulate the packet delivery§
process in a 2HR{, g) MANET, which is now available at "
[26]. Similar to the settings adopted in [27], [28], the giiar
factor here is fixed ag\ = 1, and hence the concurrent-set is | .
defined witha = min{8, m}. Besides the bi-dimensional i.i.d. D Gwees C cowees
mobility model considered in this paper, we also implemente

BTy

Relative standard deviation, & (%)

Expected delivel

. () E{Tp} vs. g (b)dvs.g
the simulator for the popular random walk model and random
waypoint model, which are defined as follows: i
« Random Walk Model [29]: At the beginning of each &= { """ W] e

time slot, each node independently makes a decision ook smon
regarding its mobility action, either staying inside its & =
current cell or moving to one of its eight adjacent cells.z ™
Each action happens with the same probabilityl (5.

« Random Waypoint Model [30]: At the beginning of
each time slot, each node independently and randomly
generates a two-dimensional vector= [v,,v,], Where (© E{Tp} vs. f @dadvs. f
the values ofv, and v, are uniformly drawn from Fig. 6. Delivery delay vs. group size and redundancy under random
[1/m,3/m)]. The node then moves a distancevpfalong Walk and random waypoint mobility models.
the horizontal direction and a distance qf along the
vertical direction.

The simulated expected delivery dela§K) is calculated setn_ngls of_pa2ramete_r$5and _g rave dbeen_eTgmmsd% I-€.,
as the average value dfo? batches of simulation results,(g =1/ = )’, (g N ’f. = 4) and (g = 10, f N )-
where each batch consists o8¢ random and independentThe corresp_ondmg simulation results and theoretical ligsu
simulations. The simulated standard deviatigtt D) is the are summfirl;ed in Table I. ) .
sample standard deviation, which is calculated as Table | indicates clearly that the simulation results match
’ nicely with the theoretical ones for both the expected value

47

Relative standard deviation, 5 (%)

Expected deli

3 7 3 3 s 7
Redundancy, f Redundancy, f

1 standard deviation of packet delivery delay, so our thémakt
SSD = | —— Z(xi - SE)?, (37) framework can be used to efficiently model the packet defiver
i=1 process. A further careful observation of Table | shows that

wherew = 10°, andz; is the observed delivery delay in thethere is still a very small gap<(5%) between the simulation

14, Simulation. Notice that all the simulation results of thé;EESUItS and theoretical ones. For_ example, for the case that
expected delivery delay are reported with #&% confidence '* ~ 100, g = 10 and f = 6, the simulated value fof{Z;}
intervals. is 1086.6 while the theoretical value is 1118.7. Regarding
the standard deviation, whem = 600, ¢ = 1 and f = 2,
o the simulated and theoretical results are 4671.6 and 4665,

B. Model Validation respectively. This small gap is mainly due to the following

Extensive simulations have been conducted to verify titeo reasons. The first one is that the simplification adopted i
Markov chain-based theoretical framework. For the fixetthe Assumption 1 slightly “slows” down the absorbing speed
setting of m = 16, we considered three different networkof the Markov chain, and thus results in a higher absorption
scenarios ofn = 100, 250 and 600, which correspond to time (i.e., delivery delay). The other reason is that we &efbp
the sparse network (with node density 0.39), ordinary nekwoapproximations (3) and (4) for the fresh nodes and non-
(with node density 0.98) and dense network (with node dgnsftesh nodes in the theoretical delay analysis, which made th
2.34), respectively. For each network scenario, threemifft theoretical results shift slightly from simulation ones.
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Fig. 7. Achievable delay performance region of a 2HHRg) MANET for
the cases ofn = 8, n =50 andg = {3,4}.

n, & (%)

80

To further illustrate the applicability of our theoretical %‘j
framework to other mobility models, we show in Fig. 6 the 2
E{T,} and relative standard deviatiérof packet deliver delay %
under the i.i.d., random walk and random waypoint mobility 'Z
models, wheré is defined as :;72 2
VVar{T,}
0 E{T,] (38)

It's interesting to observe from Fig. 6 that the analyticaldels
of E{T,} and §, although were developed under the i.i.d. (0) & vs. (g, f)

mobility model, can also well approximate the general teendig- 8. Delivery delay for a specific network = 16, n = 250
of E{T,,} andd under the other two mobility models.

Regarding thé&{T, } performance, the results in Fig. 6a an -

Fig. 6¢c indicate that the behavior &f{T,} vs. g under the (iee\;ﬁgg?ifsfazef'aFn(gfe)fmgglicmévtgih%u;v:m%‘ _ Lé;g?

i.d model is slightly o_lifferent from th".it O.f u_nder other aw but different expected delivery delay of 607.875 and 652,.63
tmhfgglrsﬁo%TIEtthﬁwg(jZIas V'?r: cgg’éi IZ\?I fj; Oli]sllzrglaégovr\/:i;zeserespectiveIy. The results in Fig. 7 indicate that the 2HRg)
that for the goncerned network scénario the .minirﬁE{\T } éﬁgorithm_actually enables the delay performarmeH{Tp})_
of the i.i.d model is reached at — 9, while the minimfjm to bg erpry qontr_olled in a large region to adapt tq various
E{T,} (;f. the random walk and rando,m waypoint are reachéd’ pll_ca_t|ons Wl.th dlfferen_t delay (and variance) requiees.

t ”: 12 and o — 10. respectively. For th&{T It is interesting to notice from Fig. 7 that for a specified
alg = 1= andg , fespectively. {.P} vs. f group sizeg, the achievable delay performance region is
results in Fig. 60_’ however, the m|n|muE1{Tp}. 1S reached actually defined by some vertical and horizontal lines deter
at. the same setting of = 6 for all three mobility models. mined by several key points, i.e., the Pareto optimal points
Different from that of theE{T,} performance, the results of[31]_ For example, whery = 3, the achievable delay per-
0in F'_g' _6b and Fig. 6d ShOW_ _that the behav!ordof/s. 915" formance region is determined by the po{At516, 580.506)
very similar for all three mobility models, while th&vs. f f — 4) that results in the minimunE{T,} of 580.506
behavior of the random walk is a little different from that oL d the pOINt(0.511,583.765) (f = 5) thaf results iﬁ the
other two models. minimum § of 0.511. For the case thgt= 4, the achievable

delay region is co-determined by three points, i.e., thetpoi
C. Achievable Delay Region

(0.449,569.695) (f = 3), point (0.439,572.447) (f = 4)
Based on the new Markov chain theoretical framework, wi'd Point(0.437,579.933) (f = 5). Thus, for a specified

now explore the achievable delay performance region of tHE°UP Sizeg, any delay performance requirement in terms of
2HR-(f, g) algorithm in terms of itsq, E{T,}) under the i.i.d. (0, E{T}}) can 'be supported by th? 2,' if%; 9) algorithm as
model. For the scenario ofi = 8, n = 50 and g = {3,4}, long as the pointd, E{7,}) falls within the corresponding

Fig. 7 shows the region ob(E{T}}) that the 2HR¢f, g) can Performance region defined by the group size.
achieve by varying the parametgr Notice that each curve

in Fig. 7 consists of multiple discrete points and each poift- Delay Control

corresponds to a specific value ffso it may happen thattwo To see how the delay can be controlled according to a
distinct settings off achieve differeni2{T},} but very similar specified delay target, we now apply our framework to a
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Fig. 9. Optimum parameter settings vs. number of nades Fig. 10. Delivery delay vs. group sizg

network scenario ofrf = 16, n = 250) and show in Fig. 8 of ¢ (or f) which applies to all networks of different size
how its delay performanc@, E{7},}) varies with botly andf  Actually, the optimal setting of (or f) is a piecewise function
there. As shown in Fig. 8a (resp. Fig. 8b) that for a specifiefl , and one optimal setting only applies to a small range of
target?, of the mean delay value (resp. a targgtof the ,, A further careful observation of Fig. 9 indicates that, as
relative standard deviation), we can accordingly definegeta ,, scales up, the optimum setting ¢fin Fig. 9b becomes
plane intersecting the-axis orthogonally at the poirtt, 1,¢,) less sensitive to the variation of (i.e., asn increases up, an
(resp. at the pointl, 1,4do)), and thus can get a set 0, f)-  optimal setting off applies to a wider range of), but this
pairs corresponding to the surface below the defined targehot the case for the optimum setting @fn Fig. 9a. Thus,
plane there. By flndlng the intersection of these two sets %mpared with the Optimum setting yjf(under a givery), the

(9, f)-pairs, we can determine the set(of f)-pairs to achieve gptimum setting of; (under a givenf) depends more heavily
the specified delay target in terms ©f and dy. Fig. 8a also gn .

shows that for the network scenario there, althoughRfE, }

has different varying trends witly and f but a minimum )

delivery delay can always be identified. For example, we c&n Performance Analysis

see that when = 1, the[E{7},} monotonically decreases with  \We now explore how the performancé, (E{7}}) of the

f; for any fixedg > 2, we can find an optimum setting ¢fto  2HR-(f, g) algorithm varies with different parameters. For the

achieve the corresponding minimum delivery delay. Sirtyijar scenarios ofn = {100,250,400} and the fixed setting of

when f < 6 the E{T,,} monotonically decreases wiifi for f = 10 andm = 16, Fig. 10 illustrates howE{T,} and §

any fixed f > 7, there also exists an optimum settinggpfo vary with group sizeg. It is interesting to see from Fig. 10

achieve the minimum delivery delay. For the network scenarihat for a given network with a fixed value ¢f theé always

here and aly, f € [1, 20], the global minimum delivery delay monotonously decreases @icreases, but this is not the case

of 1426.75 is achieved at the setting gf=€ 20, f = 4). for E{T,}. As shown in Fig. 10b that whep < 2, the §
Fig. 8a indicates that for a network scenario with fixed is quite high (larger thar50%). It is notable, however, that

(resp. f), there exists a corresponding optimum settingfof for most of the MANET applications, the destination node

(resp. optimum setting of) to achieve the minimal delivery will allow a certain degree of packet out of order determined

delay. We show in Fig. 9 how such optimum settingyqfesp. by the parametery, so a moderate value qf is usually

f) varies under different network scenarios. One can obsemeceptable. As we can see from Fig. 10b thaydscreases

from Fig. 9 that there does not exist a particular optimaligal beyond 2, the § drops dramatically to a low level for all
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suitable network size for a minimumis always 250 for the
scenario off = 10 andg = 16 here, which actually does not
change asn varies.

4000

3500

VI. RELATED WORKS

30004

A significant amount of work has been done on the delay
performance of the two-hop relay algorithms. These works
mainly focus on closed-form analysis or order-sense sgalin
law study of expected packet delay in a two-hop relay network

2500

Expected delivery delay, E(Tp)

T T T T T T T 1
200 300 400 500 600 700 800 900 1000
Number of users, n

@ E{T,} vs A. Closed-form Delay Analysis
P .n

Liu et al. [5] considered a two-hop relay algorithm with

redundancy and in-order reception in a time-slotted system

f=10 g=16 and derived closed-form results for the expected end-tb-en
per packet delay. The expected delivery delay analysisrunde

continuous system models was conducted in [17]-[20], where
the inter-meeting time between two nodes, i.e., the time
elapsed between two consecutive encounters for a given pair
of nodes, is assumed to be exponentially distributed. The
network scenarios considered in [17]-[20] were relatively
simple, where the network has only one source-destination

Relative standard deviation, 5 (%)

s e pair, and the source node has only one single packet to delive
w0 o wp T 0 s o fco the destination. It is notable that the_ Markov _chain model
’ in [17]-[20] can be regarded as a special case (j.es,1) of
(b) 6 vs.n our general theoretical framework developed in this paper.

Fig. 11. Delivery delay vs. number of nodes
B. Order-sense Delay Scaling Laws

The delay scaling law of the two-hop relay with out-of-
three network scenarios considered here, which indica@s torder reception but without redundancy has been extegsivel
our algorithm can stably control the delivery delay for mostxamined in the regime of ad hoc mobile networks. Gagtal
interested settings of. Notice also that the affordable groupal. [32] showed that under the random walk model, the two-
size is limited by the buffer size at each mobile node, andnap relay results in ®(nlogn) delay and achieves @(1)
large group may unavoidably force the early arrived pacetsthroughput. Later, Mammeet al. [7] proved that the same
the destination node to wait a long time for other packets (dg&lay and throughput scalings are also achievable evenawith
the same group), which may make the early arrived packetsriant of the two-hop relay and a restricted mobility model
become expired before the arrival of the last packet of ti@amal et al. [33] showed that under the two-dimensional
same group. This indicates that using a large group sizeein Brownian motion on a torus of sizgn x v/n, the delay scales
2HR-(f, g) algorithm may significantly limit its applications as©(n'/2/v(n)), wherev(n) is the velocity of mobile nodes.
to support the delay-sensitive applications in the MANET&.in et al. [34] also considered the Brownian mobility model,
Thus, the group sizg should be carefully dimensioned withand showed that the two-hop relay results in an expecteg dela
the considerations oE{7},}, 6 and buffer limitation in each of Q(logn/02), wheres? is the variance parameter of the
node. Brownian motion model. Sharmet al. [35] further showed

Finally, we examine in Fig. 11 how metriccand E{7,,} that when the network is divided inta® x n* cells, the
vary with network sizen, given thatf = 10, ¢ = 16, and two-hop delay is©(n) for 0 < a < 1/2 and ©(nlogn) for
m = {24, 32,40}. We can see from Fig. 11a that for a given « = 1/2 under a family of discrete random direction models,
(determined by communication rangasm = +/8/r), we can while the delay become®(n) for a < 1/2 and ©(nlogn)
find a most suitable network size* to achieve the minimum for « = 1/2 when a family of hybrid random walk models
expected packet delail{T,}. A further careful observation are considered. Recently, the delay performance of a \afan
of Fig. 11a indicates that the most suitable network size ftwo-hop relay has been examined under a correlated mobility
a minimum expected packet delay varies withand can be model [21], where nodes are partitioned into different gou
roughly determined as* ~ m- f. For example, for the setting and all nodes of the same group have to reside concurrently
of m = 24, 32 and 40, the corresponding™* are roughly 240, within a circular region around the group center.
320 and 400, respectively. Regarding the performancé, of In the case of allowing packet redundancy and in-order
the results in Fig. 11b indicate that for a given there also reception, Neely and Modiano [3] considered a modified
exists a most suitable network size to achieve the minilmumversion of the two-hop relay algorithm for ad hoc mobile
However, it is interesting to see from Fig. 11b that the mosetworks, and proved that under the i.i.d. mobility model it
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achievesO(/n) delay with exact\/n redundancy for each node. Thus, the number of corresponding non-fresh nagdes
packet. Sharma and Mazumdar explored the order-sense delaly be approximated as

results in ad hoc mobile networks with multiple redundancy ) )

for each packet, and proved that it achie@d, (n)/n) delay Ugmn—=2-(i-1)=(G-1)f+k (40)
under the random way-point mobility model [36] and achieves
O(T,(n)y/nlogn) delay under the Brownian mobility model
[4], whereT,(n) is the packet transmission time.

Suppose that the staté j, k) is thety;, transient state in the
k¢, row of the Markov chain model in Fig. % € [1,g — 1],
t < L, then we have

VIl. CONCLUSION t=0GU—-k)f+i-1. (41)

This paper proposed a general 2KiRy) algorithm for By combining (41) with (39) and (40), the formulas (3) and
MANETS, and also developed a Markov chain-based thegt) then follow.
retical framework for corresponding performance modeling proof of Lemma 2: Consider a tagged active cell, the node
We proved that the 2HRY, g) algorithm has the capability g can conduct a source-to-destination transmission ith
of flexibly controlling packet delay and its variance in agar only under the following two mutually exclusive cases: b6th
region, an important property for future MANETS to SUpporind p are in this cell; orS is in this cell whileD is in the eight
various applications of different delay (and delay var@nc adjacent cells of this cell. If we further assume that asidenf
requirements. The results in this paper indicate that thérab g and p, there arek other nodes in this cell; € [0,n — 2],
parametersf and g of the 2HR{f, ) algorithm may affect then the probability thaf is selected as the transmitter;ié
the packet delay and its variance in very different ways, afigssp. 1) under the former case (resp. under the latter case).

a target packet delay (and delay variance) requirement Ggfinming up the probabilities under these two cases, then we
be actually achieved through various combinations betweern, 4

m2

(]

andg. Thus, a careful trade-off among packet delay (and delay )

variance) requirement, packet redundantydnd node buffer 1 — /n—2 1 \k/m?—1\n—2-k 1
limitation (related tog) should be examined for the efficient”! ~ a2<];) ( k ) (7> ( m2 ) m?(k +2)
support of a target application. o )

Notice that in the proposed 2HR: ¢) algorithm, we con- Y (” - 2) (L)’“(m - 1)"’2"“ 8 )
sidered a very simple scenario where only one node is ran- P k m? m? m2(k+1)
domly selected from the one-hop neighbors for the source-to n—2 ftd o2 T
relay transmission or relay-to-destination transmissiofich — 1( (n - 1) (L) (m - 1) 1
may cause a waste of the transmission opportunity if a wrong o? k+1)\m? m? k+2
node is selected. Therefore, one future work is to further N2 o\ ] ko — n-2—k ]
explore the performance of 2HR; g) under a more flexible - Z < > (W) ( ) —_—

k=0

2
scenario, where not only one but many (even all) one-hop oo\t m k+2
neighbors will be considered for the source-to-relay oayel n=2 . 9 1 \Nk+1  m2 — 1\n—2—k §
to-destination transmission to take the full advantageaahe + I (7) ( 2 ) Frl
transmission opportunity. Another interesting futureedtion k=0
is to extend the theoretical models in this paper to analysic ~ _ 1 (9—m® m? 8 (m2 - 1)”‘1
determine the combinations of group sizeand redundancy a2\ n—1 n n—1\ m?2
for the proposed 2HRY, g) algorithm to satisfy a given delay m2 m2\ ym2 — 1\n
requirement and further derive the optimum combinatiory of (n 1 7) ( m2 ) : (42)

and f to achieve the minimum delivery delay under a specific
network scenario. The formula (5) can then be easily derived from (42) after

some basic algebraic operations.

Similarly, S conducts a source-to-relay or relay-to-
destination transmission iff the following four events pap
simultaneously:S is in an active cell,S is selected as the

Proof of Lemma 1: From the Assumption 1 we can easilytransmitter, there is at least one other node (ex&ephd D)
see that for a transient state, j, k) in the k;, row of the in the same cell of5 or its eight adjacent cells, and the node
Markov chain model in Fig. 5, the number of corresponding is in one of the othem? — 9 cells. Thus, we have
fresh nodes.,. can be approximated as

APPENDIXA
PROOF OF THE LEMMAS1,2AND 3

m?—9 /<X n—2\/ 1 \k/m?—1\n—2-k 1
up i =14 (j — 1= k)f. (39) pFw(%( k )(mQ)( ) E
Notice that in a large MANET, the probability of direct n=2 /. 9 8 \k/m2 — 9\n—2—k
source-to-destination transmission is negligible in carigon + Z ( k ) (W) ( 2 ) )
k=1

with that of the source-to-relay or relay-to-destinatioans-
missions, so with high probability the destination will eae 1 <m2 -9 ( ( 1 >"_1> B ( 9 >"_1>

each of thek packets from a relay node rather than the source "2\ n_1



13

Proof of Lemma 3: In the next time slot, the destination Notice that
node D may receive a fresh packet either from the source &

node S or from one of thet, fresh nodes. Notice that these  §~ (k> 1 ( 1 8 )(i)”l(i)kﬂ
t; + 1 events are mutually exclusive, the probability that i—o \! k+1\i+2  i+1/\m? m?
rece!ves a fresh packet frofis 1y and the probability thab L 1 1 1 1 Ni+l, 8 ki
receives a fresh packet from a single fresh nodg44.. By = Z ( ) (—2) (—2)
summing the probabilities of these + 1 events, the formula g \it 1/ k+1it2im m
(7) follows. k k 1 1 1 \itl s 8 \k—i
S|m|larly, given that there are, non-fresh nodes, in the _Z (i+ 1>k—|—12+2(m2) (ﬁ)
next time slot the nodé& may deliver out a new copy to any =0
one of them. Notice that thege events are also exclusive, and k) 1 8 1 \i+l /8 k=i
the probability thatS delivers out a copy to a single non-fresh Z (Z> k+1li+1 (W) (W)
node is%, so the formula (8) follows. 1 9 |\ k+1 8 \ k+l
To derive P, (t1, t2), let's focus on a specific fresh node = GEDGEY <9(mg) —(k+ 10)(@) >
and a specific non-fresh nodé, and useP(S — V, R — D) 1 9 \ k1 g \ k1
to denote the probability that a source-to-relay transioiss - <8(2) — (k+ 9)(—2) >
from S to V and a relay-to-destination transmission frdin (k+1) m m
to D happen simultaneously in the next time slot. Thus, the 8 <(9)’“+1 _ (8)’”1)
Py(t1,t2) can be determined as (k+1)2\\m? m?
_ 9(%)]“_1 — 8(%)]“_1 (45)

The (9) then follows by combining (43), (44) and (45).
The basic idea is to treat the evéist — V, R — D) as two
simultaneous but mutually independent transmissions,the
relay-to-destination transmissiaR — D and the source-to-
relay transmissiors — V, then divide each transmission into [1] M. Grossglauser and D. N. Tse, “Mobility increases theagity of ad
multiple mutually exclusive cases, and finally represemthea ., "oC wireless networks,” itNFOCOM 2001.

. . . L[zg A. A. Hanbali, M. Ibrahim, V. Simon, E. Varga, and I. CarrerdA
case with several simultaneous but independent sub-events survey of message diffusion protocols in mobile ad hoc netaik
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