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Abstract—Mobile ad hoc networks (MANETs) have attracted much attention due to their mobility and ease of deployment.
However, the wireless and dynamic natures render them more vulnerable to various types of security attacks than the wired
networks. The major challenge is to guarantee secure network services. To meet this challenge, certificate revocation is an
important integral component to secure network communications. In this paper, we focus on the issue of certificate revocation
to isolate attackers from further participating in network activities. For quick and accurate certificate revocation, we propose the
Cluster-based Certificate Revocation with Vindication Capability (CCRVC) scheme. In particular, to improve the reliability of the
scheme, we recover the warned nodes to take part in the certificate revocation process; to enhance the accuracy, we propose
the threshold-based mechanism to assess and vindicate warned nodes as legitimate nodes or not, before recovering them. The
performances of our scheme are evaluated by both numerical and simulation analysis. Extensive results demonstrate that the
proposed certificate revocation scheme is effective and efficient to guarantee secure communications in mobile ad hoc networks.

Index Terms—Mobile Ad hoc Networks (MANETs), certificate revocation, security, threshold.
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1 INTRODUCTION

MOBILE ad hoc networks (MANETs) have re-
ceived increasing attention in recent years due

to their mobility feature, dynamic topology, and ease
of deployment. A mobile ad hoc network is a self-
organized wireless network which consists of mobile
devices, such as laptops, cellphones, and PDAs (Per-
sonal Digital Assistants), which can freely move in
the network. In addition to mobility, mobile devices
cooperate and forward packets for each other to ex-
tend the limited wireless transmission range of each
node by multihop relaying, which is used for various
applications, e.g., disaster relief, military operation
and emergency communications.

Security is one crucial requirement for these net-
work services. Implementing security [1], [2] is there-
fore of prime importance in such networks. Provision-
ing protected communications between mobile nodes
in a hostile environment, in which a malicious attacker
can launch attacks to disrupt network security, is a
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primary concern. Owing to the absence of infrastruc-
ture, mobile nodes in a MANET have to implement all
aspects of network functionality themselves; they act
as both end users and routers, which relay packets
for other nodes. Unlike the conventional network,
another feature of MANETs is the open network envi-
ronment where nodes can join and leave the network
freely. Therefore, the wireless and dynamic natures
of MANETs expose them more vulnerable to various
types of security attacks than the wired networks.

Among all security issues in MANETs, certificate
management is a widely used mechanism which
serves as a means of conveying trust in a pub-
lic key infrastructure [3], [4] to secure applications
and network services. A complete security solution
for certificate management should encompass three
components: prevention, detection, and revocation.
Tremendous amount of research effort has been made
in these areas, such as certificate distribution [5],
[6], attack detection [7]–[10] and certificate revoca-
tion [11]–[17]. Certification is a prerequisite to secure
network communications. It is embodied as a data
structure in which the public key is bound to an
attribute by the digital signature of the issuer, and
can be used to verify that a public key belongs to an
individual and to prevent tampering and forging in
mobile ad hoc networks. Many research efforts have
been dedicated to mitigate malicious attacks on the
network. Any attack should be identified as soon as
possible. Certificate revocation is an important task
of enlisting and removing the certificates of nodes
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who have been detected to launch attacks on the
neighborhood. In other words, if a node is compro-
mised or misbehaved, it should be removed from the
network and cut off from all its activities immediately.
In our research, we focus on the fundamental security
problem of certificate revocation to provide secure
communications in MANETs.

The reminder of this paper is organized as follows.
In section 2, we give a brief overview of related works
on certificate revocation techniques in MANETs, and
we analyze both advantages and disadvantages of
voting-based and non-voting-based schemes, focusing
our attention on their merits to improve certificate
revocation. Section 3 describes the structure of the
proposed cluster-based scheme and introduces the
certificate revocation process. In section 4, we present
a new threshold-based method to enhance the relia-
bility and accuracy of the scheme. We devote section 5
to the performance evaluation of our scheme. Finally,
we conclude the paper in section 6.

2 RELATED WORK AND MOTIVATION

Recently, researchers pay much attention to MANET
security issues. It is difficult to secure mobile ad
hoc networks, notably because of the vulnerability
of wireless links, the limited physical protection of
nodes, the dynamically changing topology, and the
lack of infrastructure. Various kinds of certificate re-
vocation techniques have been proposed to enhance
network security in the literature. In this section, we
briefly introduce the existing approaches for certificate
revocation, which are classified into two categories:
voting-based mechanism and non-voting-based mech-
anism.

2.1 Voting-based Mechanism

The so-called voting-based mechanism is defined as
the means of revoking a malicious attacker’s certifi-
cate through votes from valid neighboring nodes.

URSA [14] proposed by H. Luo et al. uses a voting-
based mechanism to evict nodes. The certificates of
newly joining nodes are issued by their neighbors.
The certificate of an attacker is revoked on the basis
of votes from its neighbors. In URSA, each node per-
forms one-hop monitoring, and exchanges monitoring
information with its neighboring nodes. When the
number of negative votes exceeds a predetermined
number, the certificate of the accused node will be
revoked. Since nodes cannot communicate with others
without valid certificates, revoking the certificate of a
voted node implies isolation of that node from net-
work activities. Determining the threshold, however,
remains a challenge. If it is much larger than the
network degree, nodes that launch attacks cannot be
revoked, and can successively keep communicating
with other nodes. Another critical issue is that URSA

does not address false accusations from malicious
nodes.

The scheme proposed by G. Arboit et al. [15] allows
all nodes in the network to vote together. As with
URSA, no Certification Authority (CA) exists in the
network, and instead each node monitors the behavior
of its neighbors. The primary difference from URSA
is that nodes vote with variable weights. The weight
of a node is calculated in terms of the reliability and
trustworthiness of the node that is derived from its
past behaviors, like the number of accusations against
other nodes and that against itself from others. The
stronger its reliability, the greater the weight will
be acquired. The certificate of an accused node is
revoked when the weighted sum from voters against
the node exceeds a predefined threshold. By doing so,
the accuracy of certificate revocation can be improved.
However, since all nodes are required to participate
in each voting, the communications overhead used
to exchange voting information is quite high, and it
increases the revocation time as well.

2.2 Non-voting-based Mechanism
In the non-voting-based mechanism, a given node
deemed as a malicious attacker will be decided by
any node with a valid certificate.

J. Clulow et al. [16] proposed a fully distributed
“suicide for the common good” strategy, where certifi-
cate revocation can be quickly completed by only one
accusation. However, certificates of both the accused
node and accusing node have to be revoked simul-
taneously. In other words, the accusing node has to
sacrifice itself to remove an attacker from the network.
Although this approach dramatically reduces both the
time required to evict a node and communications
overhead of the certificate revocation procedure due
to its suicidal strategy, the application of this strategy
is limited. Furthermore, this suicidal approach does
not take into account of differentiating falsely accused
nodes from genuine malicious attackers. As a conse-
quence, the accuracy is degraded.

K. Park et al. [17] proposed a cluster-based cer-
tificate revocation scheme, where nodes are self-
organized to form clusters. In this scheme, a trusted
certification authority is responsible to manage control
messages, holding the accuser and accused node in
the warning list and black list, respectively. The certifi-
cate of the malicious attacker node can be revoked by
any single neighboring node. In addition, it can also
deal with the issue of false accusation that enables the
falsely accused node to be removed from the black list
by its cluster head. It takes a short time to complete
the process of handling the certificate revocation.

2.3 Motivation
As discussed above, we compare the advantages and
disadvantages between voting-based and non-voting-
based mechanisms. The significant advantage of the
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voting-based mechanism is the high accuracy in con-
firming the given accused node as a real malicious
attacker or not. The decision process to satisfy the
condition of certificate revocation is, however, slow.
Also, it incurs heavy communications overhead to
exchange the accusation information for each other.
On the contrary, the non-voting-based method can
revoke a suspicious misbehaved node by only one ac-
cusation from any single node with valid certification
in the network. It is able to drastically simplify the
decision-making process for rapid certificate revoca-
tion as well as reduce the communications overhead.
However, the accuracy of determining an accused
node as a malicious attacker and the reliability of
certificate revocation will be degraded as compared
with the voting-based method. We emphasize the sig-
nificant performance difference between voting-based
and non-voting-based methods: the former achieves
higher accuracy in judging a suspicious node, but
takes a longer time; the latter can significantly expe-
dite the revocation process.

In this paper, we propose a Cluster-based Certifi-
cate Revocation with Vindication Capability (CCRVC)
scheme. Like our previously proposed cluster-based
schemes [17], [18], clustering is incorporated in our
proposed scheme, where the cluster head plays an
important role in detecting the falsely accused nodes
within its cluster and recovering their certificates to
solve the issue of false accusation. On the other hand,
CCRVC inherits the merits of both the voting-based
and non-voting-based schemes, in achieving prompt
revocation and lowering overhead as compared to the
voting-based scheme, improving the reliability and ac-
curacy as compared to the non-voting-based scheme.
Our scheme can quickly revoke the malicious device’s
certficate, stop the device access to the network, and
enhance network security.

3 MODEL OF THE CLUSTER-BASED
SCHEME

In this section, we introduce the model of the pro-
posed cluster-based revocation scheme, which can
quickly revoke attacker nodes upon receiving only
one accusation from a neighboring node. The scheme
maintains two different lists, warning list and black
list, in order to guard against malicious nodes from
further framing other legitimate nodes. Moreover, by
adopting the clustering architecture, the cluster head
can address false accusation to revive the falsely
revoked nodes.

Owing to addressing only the issue of certificate
revocation, not certificate distribution, the scheme as-
sumes that all nodes have already received certificates
before joining the network. On the other hand, we
focus on the procedure of certificate revocation once
a malicious attacker has been identified, rather than
the attack detection mechanism itself. Each node is

able to detect its neighboring attack nodes which are
within one-hop away [8], [19].

3.1 Cluster Construction
We present the cluster-based [20] architecture to con-
struct the topology. Nodes cooperate to form clusters,
and each cluster consists of a Cluster Head (CH) along
with some Cluster Members (CMs) located within the
transmission range of their CH. Before nodes can join
the network, they have to acquire valid certificates
from the CA, which is responsible for distributing
and managing certificates of all nodes, so that nodes
can communicate with each other unrestrainedly in a
MANET. While a node takes part in the network, it
is allowed to declare itself as a CH with a probability
of R. Note that neighbor sensing protocols, such as
periodical broadcast of hello messages, are effective
approaches used in routing protocols to check the
availability of links between neighboring nodes. A
new link is detected if a node receives a new hello
message. Otherwise, the link is considered discon-
nected if none of the hello messages is received from
the neighboring node during a time period.

In this model, if a node proclaims itself as a CH,
it propagates a CH Hello Packet (CHP) to notify
neighboring nodes periodically. The nodes that are in
this CH’s transmission range can accept the packet to
participate in this cluster as cluster members. On the
other hand, when a node is deemed to be a CM, it has
to wait for CHP. Upon receiving CHP, the CM replies
with a CM Hello Packet (CMP) to set up connection
with the CH. Afterward, the CM will join this cluster;
meanwhile, CH and CM keep in touch with each other
by sending CHP and CMP in the time period Tu.

We note that each CM is assumed to belong to
two different clusters in order to provide robustness
against changes in topology. In case a CM moves out
of the transmission range of its CH, it has to search for
other CHP to participate in a new cluster. Especially
if the node does not receive any CHP for a certain
period of time 2Tu, namely, there is no CH within
its one-hop range, it will declare itself as a CH and
propagate CHP to form a new cluster. On the other
hand, in case a CH has no CM in its neighborhood
range, but if there are other CHs in its neighborhood,
this node assigns itself as a CM to communicate with
two of the CHs.

3.2 Function of Certification Authority
A trusted third party, certification authority, is de-
ployed in the cluster-based scheme to enable each
mobile node to pre-load the certificate. The CA is also
in charge of updating two lists, Warning List (WL)
and Black List (BL), which are used to hold the ac-
cusing and accused nodes’ information, respectively.
Concretely, the BL is responsible for holding the node
accused as an attacker, while the WL is used to hold
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Fig. 1. The classification of nodes in our scheme.

the corresponding accusing node. The CA updates
each list according to received control packets. Note
that each neighbor is allowed to accuse a given node
only once. This will be detailed in the threshold
mechanism described in Section 4. Furthermore, the
CA broadcasts the information of the WL and BL to
the entire network in order to revoke the certificates
of nodes listed in the BL and isolate them from the
network.

3.3 Reliability-based Node Classification
According to the behavior of nodes in the network,
three types of nodes are classified according to their
behaviors: legitimate, malicious, and attacker nodes.
A legitimate node is deemed to secure communica-
tions with other nodes. It is able to correctly detect at-
tacks from malicious attacker nodes and accuse them
positively, and to revoke their certificates in order to
guarantee network security. A malicious node does
not execute protocols to identify misbehavior, vote
honestly, and revoke malicious attackers. In particular,
it is able to falsely accuse a legitimate node to re-
voke its certificate successfully. The so-called attacker
node is defined as a special malicious node which
can launch attacks on its neighbors to disrupt secure
communications in the network.

In our scheme, these nodes can be further classified
into three categories based on their reliability: normal
node, warned node, and revoked node. When a node
joins the network and does not launch attacks, it is
regarded as a normal node with high reliability that
has the ability to accuse other nodes and to declare
itself as a CH or a CM. Moreover, we should note
that normal nodes consist of legitimate nodes and
potential malicious nodes. Nodes that are listed in the
warning list are deemed as warned nodes with low re-
liability. Warned nodes are considered suspicious be-
cause the warning list contains a mixture of legitimate
nodes and a few malicious nodes (see Section 3.4.2).

Warned nodes are permitted to communicate with
their neighbors with some restrictions, e.g., they are
unable to accuse neighbors any more, in order to
avoid further abuse of accusation by malicious nodes.
The accused nodes that are held in the black list
are regarded as revoked nodes with little reliability.
Revoked nodes are considered as malicious attackers
deprived of their certificates and evicted from the
network. The classification of these kinds of nodes is
summarized in Fig. 1.

3.4 Certificate Revocation
3.4.1 Procedure of Revoking Malicious Certificates
We present the process of certificate revocation in this
section. To revoke a malicious attacker’s certificate,
we need to consider three stages: accusing, verifying,
and notifying. The revocation procedure begins at
detecting the presence of attacks from the attacker
node. Then, the neighboring node checks the local
list BL to match whether this attacker has been found
or not. If not, the neighboring node casts the Accu-
sation Packet (AP) to the CA, which the format of
accusation packet is shown in Fig. 2(a). Note that
each legitimate neighbor promises to take part in
the revocation process, providing revocation request
against the detected node. After that, once receiving
the first arrived accusation packet, the CA verifies the
certificate validation of the accusing node: if valid, the
accused node is deemed as a malicious attacker to
be put into the BL. Meanwhile, the accusing node is
held in the WL. Finally, by broadcasting the revocation
message (see the format of broadcasting packet in
Fig. 2(b)) including the WL and BL through the whole
network by the CA, nodes that are in the BL are
successfully revoked from the network.

For example, suppose that a malicious attacker M
widely launches attacks within one-hop transmission
range, as shown in Fig. 3, the procedure of revocation
is described in the following:

Step 1: Neighboring nodes B, C, D, and E detect
attacks from node M.
Step 2: Each of them sends out an accusation
packet to the CA against M.
Step 3: According to the first received packet
(e.g., from node B), the CA hold B and M in
the WL and BL, respectively, after verifying the
validity of node B.
Step 4: The CA disseminates the revocation mes-
sage to all nodes in the network.
Step 5: Nodes update their local WL and BL to
revoke M’s certificate.

3.4.2 Coping with False Accusation
The false accusation of a malicious node against a
legitimate node to the CA, will degrade the accu-
racy and robustness of our scheme. To address this
problem, one of the aims of constructing clusters is to
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(a) Format of accusation
and recovery packets.

(b) Format of broadcasting packet.

Fig. 2. Control Packets.

enable the CH to detect false accusation and restore
the falsely accused node within its cluster. Since each
CH can detect all attacks from its CMs, requests for
the CA to recover the certificate of the falsely accused
node can be accomplished by its CHs by sending
Recovery Packets (RPs) (see the format of recovery
packet in Fig. 2(a)) to the CA. Upon receiving the
recovery packet from the CH, the CA can remove the
falsely accused node from the BL to restore its legal
identity. The sequence of handling false accusation is
described hereafter.

First of all, the CA disseminates the information of
the WL and BL to all the nodes in the network, and
the nodes update their BL and WL from the CA even
if there is a false accusation. Since the CH does not
detect any attacks from a particular accused member
enlisted in the BL from the CA, the CH becomes aware
of the occurrence of false accusation against its CM.
Then, the CH sends a recovery packet to the CA in
order to vindicate and revive this member from the
network. When the CA accepts the recovery packet
and verifies the validity of the sender, the falsely
accused node will be released from the BL and held
in the WL. Furthermore, the CA propagates this in-
formation to all the nodes through the network. Fig. 4
illustrates the process of addressing false accusation
as follows:

Step 1: The CA disseminates the information of
the WL and BL to all nodes in the network.
Step 2: CH E and F update their WL and BL, and
determine that node B was framed.
Step 3: E and F send a recovery packet to the CA
to revive the falsely accused node B.
Step 4: Upon receiving the first recovery packet
(e.g., from E), the CA removes B from the BL and
holds B and E in the WL, and then disseminates

Fig. 3. Revoking a node’s certificate.

Fig. 4. Dealing with false accusation.

the information to all the nodes.
Step 5: The nodes update their WL and BL to
recover node B.

4 WL MANAGEMENT

4.1 Normal Nodes Depreciation
Nodes enlisted in the WL by certificate revocation
lose the function of accusation since the CA does not
accept accusation packets from nodes enlisted in the
WL in order to prevent further damage from mali-
cious nodes. Thus, as the number of malicious nodes
increases, an increasing number of normal nodes are
listed in the WL; subsequently, there will not be
enough normal nodes to accuse the attacker nodes
over time. Such scenario will affect the reliability of
the scheme.

Intuitively, if there are sufficient normal nodes
around malicious attackers, the scheme is efficient
in revoking attackers rapidly. On the contrary, if no
normal node is available around an attacker node
which is launching attacks to the neighborhood, the
scheme cannot detect and revoke this attacker imme-
diately until a normal node roams into the attacker’s
transmission range.

In a MANET, mobile nodes are assumed to be
uniformly distributed over a coverage area so as to
satisfy the binomial distribution B(n, q) [21], which
denotes the probability of a number of nodes existing
in a special area. Herein, n denotes the total number
of cells where a MANET is divided into; q is the
probability that one cell is occupied by a single node.
When n is very large and q is very small, the bino-
mial distribution B(n, q) is approaching the Poisson
distribution with parameter λ, which is equal to the
number of nodes, nq. Consequently, the probability
that there are exactly m normal nodes (m being a
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non-negative integer, m = 0, 1, 2, ...) within the
transmission area S of an attacker node, is equal to

Pr(m) =
λme−λ

m!
=

(θρS)me−θρS

m!
, (1)

where ρ denotes the node density and θ means the
proportion of normal nodes in the network.

As analyzed above, the number of normal nodes is
decreasing over time. When m = 0, i.e., no normal
nodes within an attacker’s transmission range, the
probability is

Pr(m = 0) = e−θρS . (2)

From Eq. (2), the probability Pr(m = 0) greatly in-
creases with the decrease of density ρ; the efficiency of
detecting malicious attackers is significantly reduced.
In other words, the probability Pr(m = 0) must be
reduced to guarantee a certain number of normal
nodes in the network to revoke malicious attackers
quickly. Consequently, the legitimate nodes should be
released from the WL and be restored of their accu-
sation function to increase the number of available
normal nodes in order to enhance the robustness and
reliability against the decreasing number of normal
nodes over time.

4.2 Node Releasing

As a solution to release nodes from the WL, we should
first consider the two cases for nodes to be listed in
the WL. As shown in Fig. 1, the first case is that a le-
gitimate node correctly accuses an attacker node, thus
resulting in the accusing node and accused node being
listed in the WL and BL, respectively; the other case
is the enlisting of a malicious node in the WL because
it sends false accusation against a legitimate node.
Hence, nodes in the WL may be legitimate nodes as
well as malicious nodes. Therefore, to improve the
reliability and accuracy, nodes must be differentiated
between legitimate nodes and malicious nodes so as
to release legitimate nodes from the WL and withhold
malicious nodes in the WL.

To distinguish legitimate nodes from malicious
nodes, we propose a node releasing mechanism to
evaluate and release legitimate nodes from the WL.
First of all, we design a counter for the CA to record
the number of accusations against each accused node.
Moreover, the CA continues to receive accusations
against the accused node following a voting period of
time, Tv , which is used for collecting accusations and
releasing legitimate nodes from the WL, and subse-
quently compare the number of received accusations
with the threshold K . In this method, we consider
the accused node as a real attacker if and only if the
number of accusations reaches threshold K . In the
mean time, we can finally vindicate the corresponding
accusing node as a legitimate node so as to release
it from the WL as well as restore its function as the

normal node. Otherwise, if the number of accusations
fails to reach threshold K, the related accusing node
will be detained in the WL. Particularly, in a special
case, if the time Tv is set to infinite, our scheme
is similar to the non-voting-based scheme since the
legitimate node in the WL cannot satisfy the release
condition. As a consequence, determining the value
of threshold K is essential for reliability and accuracy
of our scheme.

Conventional voting mechanisms set the threshold
K as a constant value; for example, K is greater
than the number of malicious nodes in the MANET.
However, if the threshold is set too big, it will take
a long time to determine whether a warned node
is a legitimate node because the scheme has to wait
for more accusations to reach the verdict; a malicious
attacker may never be identified because of lack of ad-
equate support from neighboring nodes. Conversely,
if the predefined threshold is set too small, revoked
malicious nodes can be released from the WL by
other malicious nodes through collusion. To mitigate
these extreme cases, we propose to determine the
optimum threshold value K based on the number of
neighboring nodes and the employed security policy.

4.3 Policies for Determining the Threshold
We first design a simplified mechanism to determine
the number of neighboring nodes for any given node.
Within time Tv , the given node crosses through an
area and meets a number of neighbors N . Since
mobile nodes are assumed uniformly distributed in
the network, we may approximate N by

N = (πr2 + 2rvTv)ρ, (3)

where r denotes the transmission range of nodes, v is
the velocity, and ρ is the density of nodes in the net-
work. Based on the obtained number of neighboring
nodes N , we can confirm the value of threshold K . In
the following, we detail three policies in determining
the optimal value of threshold K .

4.3.1 Policy 1: Minimizing False Release Probability
In the first policy, we decide K in terms of the proba-
bility Pf that no less than K out of N neighbors falsely
accuse the given node. In other words, Pf denotes
the probability that a legitimate node is framed by at
least K colluding nodes so that the malicious node is
released erroneously. This probability is expressed as
follows

Pf (K) =
N∑

i=K

(
N

i

)
pi(1 − p)N−i. (4)

Here, p denotes the probability of a node which
participates in false accusation. For instance, Fig. 5(a)
shows that Eq. (4) is a monotonically decreasing
function where we set N as 15. From the figure, we
can observe that the greater the threshold K is, the
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Fig. 5. Impact of threshold K on Pf , Pc , and γ for
different values of p with N = 15.

fewer the malicious node is falsely released, and thus
the higher the accuracy is. Consequently, we expect
to acquire the minimum value of Pf to reduce the
probability of falsely releasing nodes from the WL.
We can acquire the value K based on an acceptable
range of Pf .

4.3.2 Policy 2: Maximizing Correct Release Probabil-
ity

In the second policy, we determine the value of K on
the basis of the probability Pc that no less than K

out of N neighboring nodes can correctly accuse the
attacker so that a legitimate node will be successfully
released from the WL. We have the expression

Pc(K) =
N∑

i=K

(
N

i

)
(1 − p)ipN−i, (5)

where (1-p) means the probability of a node which
participates in correct accusation. In order to achieve
a high probability of successfully releasing legitimate
nodes from the WL, the value of Pc should be large.
As shown in Fig. 5(b), Pc drops as the threshold
K increases. It illustrates that the probability that
a legitimate node is permanently held in the WL
increases when K becomes large.

4.3.3 Policy 3: Maximizing Accuracy
We know that there is a tradeoff between the false
release probability Pf and correct release probability
Pc in determining the value of threshold K. From
Fig. 5(a) and 5(b), it can be seen that while both Pf

and Pc decrease with the growth of K, Pf decreases
in a much more rapid manner as compared to Pc.
We would like to choose an appropriate value of K
to achieve the maximum accuracy of releasing nodes
that can increase correct release probability while
simultaneously maintain low false release probability.
To this end, we propose to use γ(K) to determine the
optimum threshold, where γ(K) equals the difference
between Pc and Pf ,

γ(K) = Pc(K) − Pf (K)

=
N∑

i=K

(
N

i

)
{(1 − p)ipN−i − pi(1 − p)N−i}.

(6)

Note that, in our scheme, the total number of ma-
licious nodes and attacker nodes is supposed to be
less than the number of legitimate nodes in MANETs.
Namely, (1 − p) is greater than p. Taking N = 15 for
example, Fig. 5(c) shows that the curve of γ(K ) is
the maximum when K is equal to N

2 , i.e., our desired
optimal number.

Here, we prove that γ(K) achieves the maximum
when K equals to N

2 . On the basis of Eq. (6), we only
need to show that γ(K) is monotonically increasing
for K belongs [0, N

2 ] and is monotonically decreasing
for K belongs [N

2 , N ]. Let K1 < K2 and check whether
the value of (γ(K2)− γ(K1)) is positive or not. When
0 ≤ K1 < K2 ≤ N , we have

γ(K2) − γ(K1)

= −
K2−1∑
K=K1

(
N

K

)
{(1 − p)KpN−K − pK(1 − p)N−K}

= −
K2−1∑
K=K1

A{pN
2 −K − (1 − p)

N
2 −K},

(7)
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TABLE 1
Numerical results for K (N = 15)

p Policy 1(Pf ≤ α) Policy 2(Pc ≥ β) Policy 3
α = 0.1 α = 0.2 β = 0.9 β = 0.8

0.1 4 3 12 13 8
0.2 6 5 10 11 8
0.3 8 7 8 9 8

where A =
(
N
K

)
{(1 − p)Kp

N
2 + (1 − p)

N
2 pK}. Since

A > 0 and p < (1 − p), we can conclude that γ(K)
is monotonically increasing in K ∈ [0, N

2 ] (γ(K2) >
γ(K1)) and monotonically decreasing in K ∈ [N

2 , N ]
(γ(K2) < γ(K1)). As a consequence, when K is equal
to N

2 , γ(K) achieves the maximum.

4.3.4 Summary

In this section, we have introduced three policies
to calculate the threshold value. By using Policies
1 or 2, we should first set the value of α or β to
get the threshold K, respectively. We know that the
less α is, the larger the threshold is. In other words,
Pf decreases as α decreases. However, while Pf is
decreasing, Pc is also decreasing, thus leading to
decreased probability of releasing legitimate nodes
from the WL, and vice versa. As shown in Table
1, according to different values of α and β, we can
clearly observe that K varies with different settings.
Consequently, to determine the optimal threshold K
to keep balance between Pf and Pc, we adopt Policy
3 in our proposed scheme that can achieve maximum
accuracy to judge the identity of nodes in the WL,
thus enhancing the correct release probability while
maintaining low false release probability simultane-
ously. In particular, the threshold K can be calculated
independently of α and β. From Table 1, the results
show that K is constant and equal to N

2 when γ
obtains the maximum accuracy by using Policy 3,
regardless of other parameters.

5 PERFORMANCE EVALUATION

In this section, we present simulation results con-
ducted in the network simulator, Qualnet 4.0 [22]. To
demonstrate the optimal threshold K, we design the
experiment to measure Pf and Pc in comparison with
those of numerical results, and observe the impact
of different threshold values on γ. To evaluate the
performances of our proposed CCRVC scheme, we
run simulations to verify its efficiency in releasing
legitimate nodes from the WL and revoking attacker
nodes’ certificates, and compare them with the ex-
isting schemes. In particular, we are interested in
the revocation time to evaluate the efficiency and
reliability of certificate revocation in the presence of
malicious attacks. Furthermore, we also estimate the
accuracy of releasing legitimate nodes in our CCRVC
scheme.

TABLE 2
Simulation parameters

Parameter Value
Node placement Uniform distribution
Mobility model Random waypoint

Terrain dimensions 1000m x 1000m
Trans. range 250m
Node speed 1m/s-10m/s

CH chosen probability, R 0.3
Cluster update interval, Tu 20s

Voting time period, Tv 10s
Simulation Time 600s

5.1 Simulation Setup
We consider a realistic environment, where there are
many devices (mobile phones, laptops, PDAs, etc.)
to construct a mobile ad hoc network within a cer-
tain area (campus, station, etc.). These devices move
randomly and communicate with their neighboring
devices in the network. We simulate this MANET
environment within 1000m by 1000m terrain in Qual-
net simulator for 802.11b, running ad hoc on-demand
distance vector (AODV) as the routing protocol. The
devices are deployed in a random uniform distribu-
tion, and each device is seen as a node which has
the fixed transmission range as 250m. The random
way-point mobility pattern [23], [24] is used to model
node movements. Each node is assumed to move to
a randomly selected location at different velocities
from 1 m/s to 10 m/s. The probability R that the
newly joining node becomes a CH is 0.3. CH and CMs
are sensing each other with Hello packets in every
time interval Tu. The voting time Tv is set to 10s.
For each experiment, we get the average results from
50 simulation runs. Table 2 specifies the important
parameters used in the simulation.

5.2 Deriving the Optimal Threshold K

In this simulation, we prove the optimum threshold
value in comparison with the numerical result. We set
80 nodes in the network, which contains 8 malicious
nodes and 8 attacker nodes. According to the afore-
mentioned numerical results listed in Table 1, we run
the simulation with the specific values of N = 15,
where K is varied from 1 to N , to determine whether
a warned node is a legitimate or a malicious node.
Based on the number of accusations against each
accused node, we can acquire the values of Pf and
Pc. In particular, we focus on the value of γ, obtained
by using the policy 3.

As shown in Fig. 6(a), the simulation results of Pf

and Pc demonstrate that they are close to the math-
ematically analyzed results. Additionally, Fig. 6(b)
shows the change of γ, which is related to the values
of Pf and Pc. To determine the optimal value of K,
which enables our scheme to achieve the maximum
accuracy, the plot in Fig. 6(b) indicates that, the value
of γ is the maximum when the threshold K is set to 8.
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As a consequence, the optimal threshold K is equal to
N
2 , which is indeed consistent with the mathematical

analysis. In conclusion, the simulation results closely
align with the numerical results.

5.3 Comparing the Effectiveness of Certificate
Revocation

Since the threshold method is able to release nodes
from the WL, to evaluate the effectiveness of our
CCRVC scheme, we first observe the change of the
number of nodes in the WL according to different
number of malicious nodes, and compare it with our
previously proposed scheme [17]. In this experiment,
we deploy 100 nodes in the network, where both the
number of malicious and attacker nodes are set to 5,
10, 15, and 20 for each simulation run, respectively.
We examine the impact of different malicious nodes
on the number of nodes in the WL. Fig. 7 clearly
demonstrates that it can effectively reduce the number
of nodes listed in the WL, i.e., the number of available
nodes in the network has been improved by using
the CCRVC scheme. We can see that the number of
nodes listed in the WL is almost equal to the number
of malicious nodes. Actually, almost all the malicious

 0

 100

 200

 300

 400

 500

 0  10  20  30  40  50

R
ev

oc
at

io
n 

tim
e 

[s
ec

]

Number of attacker nodes

Non-voting-based scheme [17]
Voting-based scheme [14]

CCRVC scheme

Fig. 8. Revocation time.

nodes are successfully kept in the WL.
Revocation time is an important factor for eval-

uating the performance of the revocation scheme.
Revocation time is defined as the time from an at-
tacker node’s launching the attack until its certifi-
cate is revoked. To evaluate the impact of different
numbers of attacker nodes on the revocation time, 50
legitimate nodes are considered in the network, while
the number of attacker nodes is varied from 10 to
50. Fig. 8 presents how the revocation time changes
with different numbers of attacker nodes between
the existing schemes (i.e., voting-based scheme [14]
and non-voting-based scheme [17]) and the CCRVC
scheme. Note that as the number of attacker nodes is
not larger than the number of legitimate nodes, the
results always converge because there are enough le-
gitimate nodes to revoke attackers’ certificates within
finite time in our simulation. Obviously, the voting-
based scheme requires longer revocation time than
that of our proposed scheme. This is because the
voting-based scheme needs to wait for multiple votes
to make a decision for revoking while the CCRVC
scheme requires a single vote only. In addition, the
results show that, even if the number of malicious
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attacker nodes is increased to 50, the revocation time
tends to increase gracefully and slowly and does
not exceed 50s by using our proposed scheme. The
non-voting-based scheme has to take a long time to
revoke the certificates of attacker nodes as the number
of normal nodes decreases. Consequently, we can
conclude that, by adopting CCRVC, revocation time
is significantly reduced as compared to the voting-
based scheme. Moreover, it is able to revoke a node’s
certificate as fast as the non-voting-based scheme
does. Particularly, even if a large number of attacker
nodes exist in a MANET, our scheme can substantially
improve the reliability and reduce the revocation time
as compared to the non-voting-based scheme since it
ensures sufficient available nodes in the network.

5.4 Accuracy of Releasing Nodes
To study the accuracy of releasing nodes from the WL
by using our proposed CCRVC scheme, we first define
the accuracy as

Accuracy = 1 − Rfalse − Runreleased, (8)

where Rfalse denotes the probability of the falsely
released nodes and Runreleased means the probability
of the unreleased legitimate nodes (legitimate nodes
enlisted in the WL have not been correctly released).
We examine the change of the accuracy in terms of
different values of speed and density of the nodes.

Fig. 9 demonstrates the impact of different node
speeds on the accuracy of the revoked nodes. Here, we
deploy 100 nodes in the network, in which both the
numbers of malicious nodes and attacker nodes are
set to 5, 10, and 15 for each simulation, respectively.
In other words, the ratio of the malicious and attacker
nodes to the total number of nodes, p, is equal to 0.1,
0.2, and 0.3, respectively. Node speed is fixed from 1
to 10 m/s, respectively. As noted from the figure, the
accuracy is gradually improving with the increasing
speed. This is because the faster the nodes move,
the larger the number of neighboring nodes becomes,
leading to a higher value of the threshold K. On the
other hand, as p increases, the accuracy degrades.

Fig. 10 demonstrates the effect of node density on
the accuracy, as the node density varies from 60 to 100
nodes/km2. Both of the malicious nodes and attacker
nodes are set to account for 5%, 10%, and 15% of the
total number of nodes in the simulation, respectively.
The accuracy continues to improve with the increase
of the node density.

In particular, as the number of attackers and mali-
cious nodes is above the threshold K in our simula-
tions, the accuracy cannot reach 100 percent because
of the situation that almost all these nodes located
in the same place falsely accuse a legitimate node si-
multaneously. However, if the number of these nodes
is below the threshold K, they cannot collude false
accusations successfully. For example, with p set to
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0.05 in these two experiments, the results shown in
Fig. 9 and Fig. 10 indicate that the accuracy can reach
100 percent because there are not enough nodes to
successfully falsely accuse a legitimate node.

Based on the above analysis, the results demon-
strate that our scheme can maintain high accuracy in
distinguishing legitimate nodes from malicious nodes
and releasing legitimate nodes from the WL, espe-
cially the number of falsely accusing nodes is less than
the threshold K.

5.5 Summary
In summary, the simulation results substantiate the
performance of the CCRVC scheme: 1) the threshold
K = N

2 is the optimum value to distinguish legit-
imate nodes from malicious nodes; 2) the proposed
scheme exhibits more reliable and higher efficiency as
compared to the existing ones, because it guarantees
sufficient normal nodes to revoke the certificates of
the attackers and takes a short revocation time; 3) it
achieves high accuracy in releasing legitimate nodes.

6 CONCLUSION

In this paper, we have addressed a major issue to
ensure secure communications for mobile ad hoc
networks, namely, certificate revocation of attacker
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nodes. In contrast to existing algorithms, we propose
a cluster-based certificate revocation with vindication
capability scheme combined with the merits of both
voting-based and non-voting-based mechanisms to
revoke malicious certificate and solve the problem of
false accusation. The scheme can revoke an accused
node based on a single node’s accusation, and reduce
the revocation time as compared to the voting-based
mechanism. In addition, we have adopted the cluster-
based model to restore falsely accused nodes by the
CH, thus improving the accuracy as compared to the
non-voting-based mechanism.

Particularly, we have proposed a new incentive
method to release and restore the legitimate nodes,
and to improve the number of available normal nodes
in the network. In doing so, we have sufficient nodes
to ensure the efficiency of quick revocation. The ex-
tensive results have demonstrated that, in comparison
with the existing methods, our proposed CCRVC
scheme is more effective and efficient in revoking cer-
tificates of malicious attacker nodes, reducing revoca-
tion time, and improving the accuracy and reliability
of certificate revocation.
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