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Abstract—Multi-Layered Satellite Networks (MLSNs) have an
enormous potential to provide a ubiquitous wireless environment
due to their advantages, such as extensive coverage, high network
capacity, and lower delay performance. Since MLSNs are flexible
and can be expanded easily to construct useful communication
networks, researchers have paid a great deal of attention to
find out how to use them efficiently. However, traffic congestions
may occur in such networks since the distribution of MLSN-
users is heavily influenced by geographical restrictions, and they
may often lead to severe communication delay and throughput
degradation. Traditional research works propose a counter-
measure for avoiding traffic congestion caused by traffic flow
on each layer. However, they do not consider the congestions
due to the inter-layer traffic that may, indeed, occur in MLSNs.
Therefore, to effectively resolve the problem of traffic congestion,
we propose a new MLSNs model by envisioning a method to
distribute the flow of packets between the two layers of the
considered MLSNs for minimizing the packet delivery delay of
the network. Moreover, we analyze the effect of the method
on the packet delivery delay by considering propagation and
queuing latencies. The analysis clearly shows the advantage of
our proposed model. Furthermore, computer-based simulation
results validate our analysis and demonstrate the effectiveness of
our proposed model.

Index Terms—NGEO satellite networks, multi-layered satellite
networks, traffic distribution, packet delivery delay, and queuing
theory.

I. INTRODUCTION

SATELLITE networks are able to provide worldwide com-
munication environments since they have a significantly

wide coverage and are effective in facilitating simultaneous
transmissive communications. In addition, satellite networks
can be used to set up communication in areas such as islands
and isolated mountainous areas where adequate infrastructure
may not be easily deployed. Moreover, it is possible to utilize
them for the destroyed ground network systems during/after
disasters. Satellite networks are classified in terms of the
orbit of the corresponding satellite. Recently, the networks
using Non-Geostationary Earth Orbit (NGEO) satellites have
attracted attention for their usability [1], [2]. In particular, Low

Copyright (c) 2013 IEEE. Personal use of this material is permitted.
However, permission to use this material for any other purposes must be
obtained from the IEEE by sending a request to pubs-permissions@ieee.org.
Y. Kawamoto, H. Nishiyama, and N. Kato are with the Graduate School

of Information Sciences, Tohoku University, in Sendai, Japan. They maybe
contacted at youpsan@it.ecei.tohoku.ac.jp, bigtree@it.ecei.tohoku.ac.jp, and
kato@it.ecei.tohoku.ac.jp, respectively.
N. Kadowaki works for the National Institute of Information and Com-

munications Technology (NICT) in Tokyo, Japan. He may be contacted at
naoto@nict.go.jp.
Manuscript received November 19, 2012; revised February 15, 2013.

MEO layer

LEO layer

Congested areaNon-congested area

Fig. 1. An example of a MLSN constructed by LEO and MEO satellites,
and the nonhomogeneous traffic distribution.

Earth Orbit (LEO) or Medium Earth Orbit (MEO) satellites
exhibit advantages of lower delay and electric power saving
performance in contrast with the Geostationary Earth Orbit
(GEO) satellites, which have been heavily used to date [3]-
[5]. LEO and MEO satellites compose constellations by more
than one satellite and cover the entire earth. Furthermore, the
latest studies also focused upon satellite laser communications
and they achieved significantly high transmission speed [6].
This research trend indicates that a tremendously high capacity
global communication coverage facilitated by satellites is
expected to appear in the near future.
Moreover, realizing Multi-Layered Satellite Networks (ML-

SNs) have attracted a great deal of interest amongst researchers
in recent years [7]-[9]. MLSNs consist of hierarchically
layered networks, which increase the network capacity and
make it possible to bypass traffic from the lower to upper
layers [10], [11]. Therefore, they avoid traffic congestion and
provide large capacity and high speed networks all over the
world. In this paper, we focus on the MLSNs consisting of
LEO and MEO satellites as depicted in Fig. 1 since they
exhibit, in contrast with other satellites networks, superior
performance in terms of low delay and significantly low power
consumption [12], [13].
MLSNs are, however, not without their shortcoming, partic-

ularly when it comes to congestion. Some satellites in a MLSN
may experience traffic congestion as the number of users in the
network increases. This may happen as an effect of the non-
homogeneous distribution of source and destination users on
the ground. For instance, heavy traffic load tends to overwhelm
a satellite, which covers the area of a relatively large city. It
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may eventually lead to loss of packets and increase of end-to-
end delay, which pose serious problems to the communication.
Fig. 1 demonstrates an example of a typical MLSN constructed
by LEO and MEO satellites, and the nonhomogeneous traffic
distribution. As depicted in this figure, the distribution of the
MLSN users on the ground tends to converge in specific areas
(such as North America and Europe) in contrast with the
sea areas. As a consequence, some LEO satellites covering
the highly dense populations receive much higher volume of
traffic. Moreover, the non-homogeneous traffic distribution in
the LEO layer causes the biased converging of traffic at the
MEO satellites.
In order to solve the serious problem of the above-

mentioned traffic congestion, we propose, in this paper, a
new MLSNs model with a method to distribute packet flows
between the LEO and MEO layers. In this model, we focus
upon expanding the coverage of the satellite on the upper
layer to increase the number of links between the LEO and
MEO satellites that enables bypassing of more traffic flows. In
addition, we analyze the overall communication delay (which
includes both the propagation and queuing latencies within the
considered MLSN) and the number of the afore-mentioned
bypassing links.
The remainder of this paper is organized as follows. Sec-

tion II describes a general MLSNs model and the existing
MLSNs model considered by traditional research works. Our
new model of MLSNs with traffic distribution technique is
presented in Section III. Section IV contains an analysis of the
queuing and propagation delays with the change of the number
of links between the LEO and MEO layers, and explains
how to decide an optimal number of links in the considered
MLSN. Computer-based simulation results are presented in
Section V to validate our proposed method. We apply our
proposed model to a real environment in Section VI. Finally,
the paper is concluded in Section VII.

II. TRAFFIC DISTRIBUTION TECHNIQUE FOR MLSN

Satellites are generally categorized into LEO, MEO, and
GEO satellites according to their orbital altitudes. Each satel-
lite has their respective advantages. Amongst these satellites,
we take particular note of LEO and MEO satellites for their
comparatively low delay and power saving aspects. They have
lower orbital altitude than GEO satellites, and cover the entire
earth by constructing satellite constellations. Iridium [14] and
Nelstar [15] are prominent examples of LEO satellite constel-
lation. On the other hand, Spaceway-NGSO [16] and ICO [17]
are known as MEO satellites constellations. Although MEO
satellite constellations require fewer satellites in contrast with
their LEO counterparts, they exhibit longer propagational
delays. This shortcoming of the MEO satellite constellations
can be attributed to their comparatively higher altitude than
the LEO satellite constellations.
On the other hand, MLSNs are hierarchal networks com-

prising satellite constellations of different altitudes, such as
LEO, MEO, and GEO satellite constellations. In this paper,
we focus on MLSNs consisting of mesh type LEO and MEO
satellite constellations as depicted in Fig. 1. The MLSNs retain

the advantages of NGEO satellite networks and increase the
overall network capacity. Additionally, each LEO satellite has
a link with the nearest MEO satellites in the general MLSN
model. This link is referred to as an Inter Layer Link (ILL).
In fact, LEO satellites are divided into the same number of
groups as MEO satellites. Moreover, Dijkstra Shortest Path
(DSP) is used as a routing method in this paper [18]. The
DSP is a scheme that uses Dijkstra’s algorithm, which is a
well known method to solve the shortest path problem. In
the MLSN, the network traffic are transmitted from the earth
stations to the LEO satellites, and then flow through other
LEO/MEO satellites before reaching the destination ground-
user according to the DSP algorithm. By this way, it is possible
to bypass traffic from the lower to upper layers. Therefore,
MLSNs are considered as an efficient network to provide
worldwide wireless communication services.
However, the traffic distribution on the earth is not homo-

geneous at all, because the users tend to converge in big cities
compared to remote areas such as the mountainous regions or
the sea [19]. The distribution of the amount of the generated
traffic is similar to that of the population distribution. Thus,
much traffic gather at some LEO and MEO satellites covering
populated areas leading to traffic congestion at those LEO
and MEO satellites. Traffic congestion is detrimental to the
network performance as it results in a significant level of
packets drop, throughput degradation, and increase in the end-
to-end communication delay. Therefore, an effective scheme
to avoid such kind of traffic congestion is, indeed, urgently
required for facilitating effective MLSN communication.
In the research work conducted by Taleb et al. [20], a

method is proposed to avoid the congestion on LEO satellite
networks by exchanging the information on congestion status
among the neighboring satellites, and detouring the traffic
according to that information. In the work in [21], a scheme is
developed to prevent the traffic congestion from affecting the
LEO satellites in the MLSN by preliminarily distributing the
traffic based upon prediction of the congestion event a priori.
In summary, these approaches avoid the congestion on the
LEO satellites by bypassing traffic flows to neighboring LEO
satellites and/or MEO satellites. Although these methods are,
to some extent, able to avoid the congestion on individual
layers due to heavy traffic, they do not consider the inter-
layer traffic. In MLSNs, since the satellites on the upper layer
receive the traffic from many satellites on the lower layer, the
congestion may also occur at the upper layer satellites. This
affects all bypassing traffic from the lower to upper layers,
and seriously degrades the network performance. None of
the afore-mentioned existing method can solve the problem.
Therefore, in this paper, we focus on the congestion caused
by the inter-layer traffic, and propose an adequate method to
avoid the congestion.

III. MLSN CONSTELLATION FOR EFFECTIVE TRAFFIC
DISTRIBUTION

As mentioned in the previous section, the congestion may
also occur at the MEO satellites in MLSNs because the
satellites on the upper layer usually communicate with more
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(a) A general MLSN model.
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(b) A MLSN model with traffic distri-
bution.

Fig. 2. An example demonstrating a general MLSN model and the application
of traffic distribution method.
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Fig. 3. Illustration of the MEO satellites area, which one LEO satellite can
cover.

than one satellite on the lower layer. Fig. 2a demonstrates
a general MLSN model and a case where the traffic con-
gestion occurs at a single MEO satellite. For the purpose of
illustration, these two MEO satellites are labeled as MEO #1
and MEO #2, respectively. In this figure, although MEO #1
and MEO #2 receive a part of packets from some LEO
satellites, only MEO #2 receive the packets from the LEO
satellite on the considered congested area. In other words,
MEO #2 is assumed to receive more packets than MEO #1.
Hence, the load balance on the queue of each MEO satellite is
substantially non-homogeneous, which causes increasing delay
and packet drop. Although Fig. 2a shows a simple model for
ease of explanation, similar phenomena can be encountered in
real networks. Therefore, the satellites on the upper layer are
significantly affected by the non-homogeneous distribution of
the traffic flows.
In order to avoid the issue of traffic congestion on MEO

satellites mentioned earlier, we propose a new network model
to distribute the traffic load of MEO satellites. We assume
the use of larger MEO satellites coverage in this model as
depicted in Fig. 2b. Expanding the area of MEO satellites
coverage leads to increased number of links between the LEO
and MEO satellites since each LEO satellite is covered by
more than one MEO satellites. In Fig. 2b, the LEO satellite on
the congested area can send their packets to both MEO #1 and
MEO #2. Thus, the amount of the received packets become the

same between MEO #1 and MEO #2. As a consequence, the
traffic converging at a single MEO satellite are distributed to
some MEO satellites, and the traffic distribution on the MEO
satellite layer becomes near-uniform. This results in preventing
the scenario which might have generated traffic congestion.
In the above mentioned MLSNs model, the number of links

between the LEO and MEO satellites is equal to the number
of MEO satellites covering a LEO satellite. We define this
number as D. In other terms, each LEO satellite can distribute
traffic to the same number of MEO satellites as D. The value
of D is proportional to the largeness of the coverage area of
a LEO satellite to the MEO layer as shown in Fig. 3, and the
upper limit of the largeness is determined by the difference
of the altitude between the LEO and MEO satellites, and
the elevation angle of the antenna of the LEO satellites. We
define the maximum value of D as Dmax. To formulate the
value of Dmax, we refer to the altitude of the LEO and MEO
satellites, and the minimum elevation angle of the antenna
of LEO satellites as hLEO, hMEO, and ψmin, respectively. In
addition, we refer to the number of all the MEO satellites as
NMEO. Moreover, the angle ψa is defined as shown in Fig. 3
with the radius of the earth, w. Thus, the value of Dmax is
formulated as follows.

Dmax =
1− cosψa

2
·NMEO, (1)

where

ψa = arctan
B ±AB

√
1 +B2 −A2B2

1−A2B2
, (2)

and A and B in the above equation are represented as follows.

A =
w+ hLEO

w+ hMEO
, (3)

B =
1

tanψmin
. (4)

The number of LEO satellites covered by a MEO satellite,
R, is expressed by using the value of D. Each MEO satellite
receives traffic from the same number (as many as R) of LEO
satellites. We refer to the number of all LEO satellites as
NLEO. Thus, the value of R is described as follows.

R =
NLEO

NMEO
·D. (5)

To demonstrate the relationship between the value of Dmax,
Rmax, which is the maximum value of R, and the distance
between each layer, we set some parameters for the LEO
and MEO satellite constellations (with reference to Iridium
and Spaceway-NGSO, respectively). Fig. 4 demonstrates the
value of Dmax and Rmax when the altitude of the MEO
satellites change. In this demonstration, we fix the altitude
of LEO satellites as 780 km and vary the altitude of the MEO
satellites from 1,000km to 36,000km to evaluate the effect of
the distance between each layer. Additionally, the minimum
elevation angle of the antenna of the LEO satellites and the
number of the LEO and MEO satellites, ψmin, NLEO, and
NMEO, are set to 10◦, 66, and 20, respectively. Moreover, we
use 6,400km for the value of the radius of the earth, w. As it is
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Fig. 4. The relationship between the MEO satellites altitude and the value
of Dmax and Rmax.

evident from the Fig. 4, the value of Dmax and Rmax increase
with increasing of the altitude of MEO satellites. Furthermore,
Rmax has about three times the value of Dmax since the
number of LEO satellites is approximately three times more
than that of the MEO satellites. Since the parameter of the
satellites’ antenna is a fixed value depending on the satellites
architectures, Dmax and Rmax depend on the distance between
each layer of the MLSNs while the number of the satellites
of each layer remains fixed.
From the definition of the maximum value ofD in the above

expressions, we can choose the value of D between 1 and
Dmax. The larger values of D cause the traffic flow from the
LEO satellites to the MEO satellites, and the traffic distribution
on the MEO satellite layer becomes almost uniform. Hence,
the queuing delay decreases with the increasing value of D.
However, the distribution of the traffic from the LEO satellites
to the MEO satellites causes the increase of the propagation
distance because the MEO satellites, which are not the nearest
from the LEO satellite are also needed to receive packets flow
from the LEO satellite to distribute the traffic from the LEO
satellites to the MEO ones. For example, even though the
LEO satellites on the congested area send their packets to only
MEO #2, which is the nearest MEO satellite from the LEO
satellite in the general MLSNs model as shown in Fig. 2a,
the LEO satellites send their packets to not only MEO #2
but also MEO #1, which is farther from the LEO satellite
than MEO #2 in our proposed model as shown in Fig. 2b.
Therefore, the propagation delay increases with the increase
of the value of D. Thus, since there is a trade-off between
propagation delay and queuing delay when determining the
value of D, the optimal value of D exists that minimizes the
sum of the queuing delay and propagation delay.

IV. DELAY ANALYSIS
At the beginning of this section, we analyze the relationship

between the queuing delay at the MEO satellite and the value

MEO layer
(X-Y coordinate)

LEO layer
(x-y coordinate)

(0,0)Coverage area of
MEO satellite to LEO layer 

R

Coverage area of
LEO satellite to MEO layer  

D M

L
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L

M
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Fig. 5. Local model of MLSNs for analysis.

of D. We show that traffic distribution from the LEO to MEO
satellites leads to decreasing queuing delay through the delay
formulation technique based on the queuing theory. Then, we
express the propagation delay mathematically. Furthermore,
we analyze how our method can decide the optimal value of
D to minimize the packet delivery delay.

A. Local MLSNs model for analysis
For the sake of analysis, Fig. 5 shows a local model of

MLSNs where the position of each LEO satellite and that of
each MEO satellite are represented by the x− y and X − Y
coordinate systems, respectively. The size of each cell on each
layer is considered to be the same and the center points of both
layers are defined as (0,0) (i.e., as the same position). Although
the positions of the satellites are expressed as discrete values
typically since satellites are deployed at regular intervals, we
consider them to be continuous values for considering the time
average of the traffic distribution of the NGEO satellites, which
always move on the same layer. Thus, due to similar reasons,
D and R are also considered to have continuous values. We
assume that the number of MEO satellites equals to D are
in the coverage area of the LEO satellites to MEO layer. In
addition, the number of MEO satellites in the coverage area
of the MEO satellites to the LEO layer equals to R.
Furthermore, we assume Gaussian distribution, which is

expressed as Eq. 6 by using x − y coordinates which show
the positions of the LEO satellites as the traffic distribution,
which is from the LEO to the MEO satellites, where σx, σy ,
µx, µy , and ρxy are standard deviations of x and y, means of
x and y, and correlation coefficient , respectively. The center
point of the traffic distribution is the same as that of the LEO
layer. Moreover, the interval of the traffic generation from the
LEO to MEO satellites is assumed to comply with Poisson
arrival.

f(x, y) =
1

2πσxσy

√
1− ρ2xy

· exp
[
− 1

2(1− ρ2xy)

{
(x− µx)2

σ2
x

+
(y − µy)2

σ2
y

− 2 ρxy(x− µx)(y − µy)

σxσy

}]
. (6)
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B. Modeling of the queuing delay

We use queuing theory to formulate the queuing delay
at the MEO satellites. To construct the queuing model at a
MEO satellite, we consider the simple satellite system circuit
shown in Fig. 6. This circuit consists of one packet arrival
and one packet sending architecture, which is basically a First
In First Out (FIFO) system. By supposing the circuit with
Poison arrival of traffic, the queuing model is assumed as an
M/M/1 queuing model. In this system, the congestion rate is
expressed by ρ, which represents how congested the system
is. The value of ρ takes the value from 0 to 1, and a higher
value of ρ reflects a more congested system. ρ is defined by
two other parameters, namely λ and µ, as ρ = λ/µ. The value
of λ denotes the average packet arrival rate, and µ refers to
the average packet sending rate. Thus, the queuing delay of
this system is formulated as the following expression with the
above parameters.

∆q =
ρ

1− ρ
· 1
µ

=
λ

(µ− λ) · µ. (7)

Since the value of µ determined by the distribution of packet
size and the processing rate of the circuit embedded on the
satellites, it does not depend on the value of D. Thus, we
evaluate the change of the value of λ when the value of D
changes to assess the queuing delay at the MEO satellites.
The packets arriving at each MEO satellite is separated to

two categories according to if the sending satellite is a LEO
satellites or an adjacent MEO satellite as shown in Fig. 6. We
define the total amount of packets which is transferred to the
MEO layer from the LEO one as P . Since the packets arriving
to a MEO satellite from the LEO satellites is the sum of the
arriving packets from each LEO satellite, it is expressed as the
sum of (P ·f(x, y))/D of each LEO satellite, which lies in the
coverage area of a MEO satellite to the LEO layer. Moreover,
we refer to the average packet sending rate of an adjacent
MEO satellites as pJk , where the number of k indicates the
identification number of each adjacent MEO satellite. Thus,
the average packet arrival rate of the MEO satellite from each
adjacent MEO satellite is expressed as pJk/J , where J denotes
the number of adjacent MEO satellites.
We define the average packet arrival rate of the MEO

satellite which has the position (X,Y ) from all LEO satellites
which the MEO satellite covers and from the adjacent MEO
satellites as λM(X,Y ). Since the average packet arrival rate of
each MEO satellite is formulated as the sum of packet arrival
rate from the above two categories, λM(X,Y ) is expressed as

follows:

λM(X,Y ) =

∫∫

r<s

P · f(x, y)
D

dxdy +
J∑

k=1

pJk

J
, (8)

where

r =
√

(x−X)2 + (y − Y )2. (9)

In these expressions, r expresses the distance between the
center point of the coverage area of a MEO satellite to the
LEO layer and the LEO satellite, and s is defined as the radius
of the coverage area of a MEO satellites to the LEO layer as
shown in Fig. 5. Additionally, from its definition, R is obtained
for the product of the number of LEO satellites and the ratio
between the dimension of LEO layer and coverage area of
MEO satellite to LEO layer. Thus, the next expression holds.

R =
πs2

4π(w + hLEO)2
·NLEO. (10)

By equating Eq. 5 and Eq. 10, we get

NLEO

NMEO
·D =

πs2

4π(w + hLEO)2
·NLEO. (11)

We solve Eq. 11 for s to get the following equation,

s = 2(w + hLEO)

√
D

NMEO
. (12)

C. Formulation of the propagation delay
The propagation delay is calculated from the distance be-

tween the satellites in the MLSN. When the value of D is
1, each LEO satellite sends packets only to the nearest MEO
satellite. On the other hand, when the value of D is set to more
than 1, each LEO satellite sends packets to the farther MEO
satellites. Thus, the average propagation distance increases
with the increase in the value of D. The distance between the
LEO and MEO satellites is formulated as d with the altitude
of each layer, hLEO and hMEO, by following the expression
below.

d =
√
r2 +H2, (13)

where,

H ≡ hMEO − hLEO. (14)

Hence, the average propagation delay is represented as the
following expression since it is equal to the ratio of the
distance to the light speed, c.

∆p =
1

πs2

∫∫

r<s

d

c
dxdy. (15)

In order to assess the behavior of ∆p when the value of D
changes, we convert Eq. 15 from the rectangular coordinates
to polar coordinates while we assume X = Y = 0 as follows.

∆p =
1

πs2

∫ 2π

0

∫ s

0

√
r2 +H2

c
rdrdθ

=
2

3s2c

{
(s2 +H2)

3
2 −H3

}
. (16)
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When the value of D is set to 1, the value of s becomes
the smallest. Thus, the value of s increases with D and it
leads to an increase in the propagation delay from the above
expression, because it is clear that∆p is an increasing function
of the value of s. Therefore, the lager the value of D, the
bigger the average propagation delay between the LEO and
MEO satellites.
On the other hand, the change of the value of D causes the

change of the number of MEO satellites, which receive the
traffic from a LEO satellite. Thus, the propagation distance
of the traffic on the MEO layer changes. However, it can
be considered as a negligible value because the traffic are
distributed equally between receiving MEO satellites in our
proposed model and it causes both increasing and decreasing
of propagation distances in almost an even fashion. In other
words, distributing the traffic originating from a LEO satellite
to multiple MEO satellites, does not change the the average
hop count of routes in the MEO layer. This is due to the
fact that traffic flows through multiple paths in the MEO
layer, and all paths have an equal probability of becoming
short or long, Pr(Distance), thus the arithmetic mean of
these multiple paths is equal to Pr(Distance). Therefore,
the average change of the propagation distance on the MEO
layer caused by the envisioned traffic distribution is considered
negligible in our proposed model.

D. Effect of the value of D to packet delivery delay in MLSN
The total packet delivery delay, ∆t, which is the sum of

queuing and propagation delays is expressed as follows.

∆t = ∆q +∆p. (17)

In order to validate the packet delivery delay when the
value of D changes, we assess the queuing delay, propagation
delay, and packet delivery delay with numerical analysis in this
subsection. In this analysis, we set σxy = 0, µx = µy = 0, and
σx = σy to assess the queuing delay with a simple Gaussian
distribution model. Thus, Eq. 6 is transformed as follows.

F (x, y) =
1

2πσxσy
· exp

{
−1

2

(
x2

σ2
x

+
y2

σ2
y

)}
, (18)

where F (x, y) expresses the simple Gaussian distribution
model. Thus, the packet arrival rate of each MEO satellite from
all LEO satellites which the MEO satellite covers and from
the adjacent MEO satellites, λM(X,Y ), is expressed as Eq. 19,
and it is converted from the rectangular to polar coordinates
as Eq. 20. Therefore, the queuing delay of each MEO satellite
can be calculated by using Eqs. 7 and 20. On the other hand,
the propagation delay is computed from Eq. 16.
In this calculation, we assume that the number of MEO

satellites is 9, and the coordinate of these MEO satellites
follows -1≤X ,Y≥1. Additionally, LEO satellites are assumed
to exist on the coverage area of the MEO satellites uniformly.
The altitudes of LEO and MEO satellites are set to 780km and
10,352km, and the distance between LEO satellites and that
between the MEO satellites are set to 5,000km and 20,000km,
respectively. Moreover, both σx and σy are set to 0.7, and P is
set to 4kbps. The average packet sending rate of MEO satellite,
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Fig. 7. Calculation results of each type of delay.

µ, is set to 500bps. The packet sending rate of adjacent MEO
satellites and the number of adjacent MEO satellites are set
to 1kbps and 4, respectively. In this numerical analysis, we
calculate the average queuing delay of each MEO satellite
and the average propagation delay by changing the value of
D from 1 to 4 in the local MLSN model.
The average queuing and propagation delays are shown in

Fig. 7a. It is understood that the queuing delay decreases
and the propagation delay increases as the value of D rises.
Moreover, the packet delivery delay which is the sum of
these delays is shown in Fig. 7b. It shows that the packet
delivery delay is a convex function and there is an optimal
value of D to minimize ∆t. It is because the queuing and
propagation delays have a trade-off relationship. Since the
propagation delay is calculated from the architecture of the
MLSN constellation, the optimal value of D depends on the
queuing delay. Therefore, the optimal value ofD is determined
by how the network is congested. All the notations used in our
analysis are summarized in Table I.

V. SIMULATION
In this section, we verify the relationship between the packet

delivery delay in the MLSNs and the traffic rate to confirm the
effectiveness of our proposed model of MLSNs. Additionally,
the packet drop rate in MEO satellites and throughput in the
MEO layer are measured to evaluate the advantage of proposed
model. Network Simulator version 2 (NS-2) [22] is used to
evaluate this. In the remainder of this section, the simulation
environment is first described, followed by the simulation
results.

A. Simulation setup
We assume that the considered network consists of an

MLSN and ground terminals. The MLSN comprises a two-
layered satellite network with a number LEO satellites and
MEO satellites. We refer to Iridium and Spaceway NGSO
as the LEO and MEO satellite constellations, respectively, to
set the relevant parameters of the network. Accordingly, the
number of satellites in the LEO layer and that in the MEO
layer are set to 66 and 20, respectively. These satellites in each
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TABLE I
A LIST OF NOTATIONS DEFINED AND USED IN OUR ANALYSIS.

D Number of MEO satellites which each LEO satellite can distribute traffic to.
R Number of LEO satellites which each MEO satellite receive traffic from.

Dmax, Rmax Maximum value of D or R.
NLEO, NMEO Number of LEO or MEO satellites.
hLEO, hMEO Altitude of LEO or MEO satellites.

w Radius of the earth.
ψa Angle which is defined as shown in Fig. 3.

ψmin Minimum elevation angle of antenna of LEO satellites.
x, y Position of LEO satellites in x-y coordinate.
X,Y Position of MEO satellites in X-Y coordinate.
σx,σy Standard deviations of x or y.
ρxy Coefficient of correlation.

µx, µy Means of x or y.
ρ Congestion rate.
λ Average packet arrival rate.
µ Average packet sending rate.
P Total amount of packets which is generated from all LEO satellites to MEO satellites.
pJk Average packet sending rate of adjacent MEO satellites.
k Identification number of each adjacent MEO satellite.
J Number of adjacent MEO satellites.

λM(X,Y ) Average packet arrival rate of each MEO satellite.
r Distance between the center point of the coverage area of an MEO satellites to LEO layer and LEO satellite.
s Radius of the coverage area of an MEO satellites to LEO layer.
d Distance between LEO and MEO satellites.
c Light speed.
∆q Queuing delay.
∆p Propagation delay.
∆t Packet delivery delay.

layer are connected with one other via Inter Satellite Links
(ISLs), and they form a mesh type topology. Each layer is also
connected via Inter Layer Links (ILLs). The bandwidth of each
of these links is set to 15Mbps. In addition, we refer to [23]
and [24] in order to establish the non-homogeneous distribu-
tion of the traffic-flows. Among these, 30 traffic-flows going
through more than one MEO satellite are chosen to evaluate
the effectiveness of our proposed model, which distributes the
traffic-flows from the LEO to MEO satellites. Thus, 30 ground
terminals are distributed as source and destination nodes all
over the earth. These ground terminals generate traffic-flows
and send packets to the LEO satellites. The traffic-flow is
modeled as a non-persistent “On/Off” flow. The “On/Off”
periods of the connections are assumed to follow a Pareto
distribution with a shape equal to 1.2. Both the average idle
time and the burst time are set to 200ms. The packet size
is set to 1KB. The traffic generation lasts for 30 seconds.

Moreover, we use the DSP algorithm as the routing method in
our conducted simulations. In the above mentioned network
environment, we verify the packet delivery delay, packet drop
rate, and throughput in the network by varying the value of
D. The value of D in the proposed model is set to the optimal
value according to the traffic rate. On the other hand, the
general MLSN model uses the value of D equal to 1.

B. Simulation results
By using the simulation results, we verify the change in

packet delivery delay, packet drop rate, and throughput. First,
Fig. 8 demonstrates the change of the packet delivery delay
with the variation of the traffic rate in the network. From
Fig. 8, we can confirm that our proposed model achieves a
lower packet delivery delay than that of the general model.
Especially, when the traffic rate is high, the amount of de-
creased delay becomes large. Secondly, we verify the packet

λM(X,Y )=

∫∫

r<s

P · F (x, y)

D
dxdy +

J∑

k=1

pJk

J
(19)

=

∫ 2π

0

∫ s

0

P

D
· r

2πσxσy
· exp

[
−1

2

{
(X + r · cos θ)2

σ2
x

+
(Y + r · sin θ)

σ2
y

}]
drdθ +

J∑

k=1

pJk

J
. (20)
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Fig. 8. Packet delivery delay vs. traffic rate.

drop rate in MEO satellites and the throughput of the MEO
layer in our proposed model by comparing it to the general
MLSN model. Fig. 9 shows the change of packet drop rate
that occurs at MEO satellites caused by traffic congestion in
packets flow in the MEO layer. From Fig. 9, it is evident
that the packet drop rate in our proposed model is drastically
lower than that of the general model. This is because the
traffic distribution of our method avoids traffic congestion in
MEO satellites. The throughput in the MEO layer is shown in
Fig. 10. This figure shows the change of amount of traffic that
the MEO layer can deliver per unit of time in the MLSN. We
can see that our proposed model achieves higher throughput
than the general model when the traffic rate is over 6Mbps. If
the traffic rate is between 3Mbps and 5Mbps, the optimal value
of D in the proposed model is 1. Therefore, it achieves the
same performance of the general MLSN model. Additionally,
throughput increases when the traffic rate changes from 5Mbps
to 6Mbps and from 9Mbps to 10Mbps. This is because the
optimal value of D changes at these traffic rates. From the
above results, we confirm the effectiveness of our proposed
model.

VI. APPLYING THE PROPOSED MODEL TO A REAL
ENVIRONMENT

In this section, we apply our proposed model to satellite
networks in a real environment. In the past sections, an anal-
ysis of traffic distribution in MLSN was presented. However,
when the proposed model is applied to a real satellite network,
an algorithm to decide the optimal value of D according to
the traffic load in MEO satellites is needed. In our proposed
model, all MEO satellites set the same value of D to minimize
the packet delivery delay in the whole network according to
the traffic distribution in the MEO layer. We propose deploying
an operation center to calculate the optimal value of D. The
operation center collects information on the amount of traffic
that each MEO satellite receives and calculates the optimal
value of D at regular time intervals. After the calculation,
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the operation center broadcast an message that includes the
decided value of D to MEO satellites and each MEO satellite
changes its coverage area by changing its antenna’s angle of
depression according to the value of D in the message.
Additionally, the use of other types of satellite constellations

should be considered in order to apply our proposed model to
a real environment. If other types of satellite constellations are
utilized to construct MLSNs, the number of satellites and their
altitude are changed. This affects the optimal value of D in
the proposed model. In above mentioned simulation, we use
Iridium and Spaceway NGSO as the constellation of LEO and
MEO satellites, respectively. Thus, here, we discuss the case
where other constellations are used to construct the MLSN.
For example, Nelstar is a LEO satellite constellation and ICO
is a MEO satellite constellation which were introduced in
Section II. Nelstar consists of 120 LEO satellites with an alti-
tude of 1200km and ICO is constructed by 10 MEO satellites
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orbiting a 10354km. We consider the MLSN constructed by
these constellations as a comparison to the MLSN that we
assumed in the simulation.
Although the number of LEO satellites changes, it does

not affect the coverage area size of each MEO satellite. In
contrast, changing the number of MEO satellites changes the
number of LEO satellites within the MEO satellite coverage
area. Since the number of MEO satellites in ICO is less
than in Spaceway NGSO, the above mentioned coverage
area should be increased. Thus, the amount of traffic that
each MEO satellite receives increases and the queuing delay
occurring at the MEO layer also increases. Therefore, the
value of D should be larger. On the other hand, since the
distance between Nelstar and ICO is shorter than the distance
between Iridium and Spaceway NGSO, the propagation delay
between LEO satellites and MEO satellites becomes small.
Thus, the difference in propagation delay between the MLSN
constructed by Iridium and Spaceway NGSO and the MLSN
constructed by Nelstar and ICO when the value of D change
also becomes small. This means that increasing the amount of
propagation delay when the value of D increases is smaller
in the MLSN constructed by Nelstar and ICO. This causes
the optimal value of D that minimizes the sum of queuing
delay and propagation delay to become larger. Therefore, in
the MLSN constructed by Nelstar and ICO, the optimal value
ofD tends to be larger than the value in the MLSN constructed
by Iridium and Spaceway NGSO.

VII. CONCLUSION
In this paper, we proposed a new model of MLSNs with

an effective traffic distribution technique to avoid traffic con-
gestion scenarios. Our proposed method achieves in avoiding
traffic congestions caused by the biased traffic flow from the
LEO to MEO layers. The queuing and propagation delays in
the network are analyzed in depth. In our presented analysis,
it is demonstrated that the queuing delay decreases with the
increase in the number of the links between the two layers
in the MLSN since the distribution of the packets in the
MEO layer is nearly uniform in our approach. On the other
hand, it is clearly shown that the propagation delay increases
with the increase in the number of links between the two
layers. Therefore, it can be concluded that the queuing and
propagation delays have a trade-off relationship, and that an
optimal number of links between the two layers of the MLSN
exists. From the simulation results, the effectiveness of our
proposal model is investigated in our work.
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