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Abstract—This paper studies the exact per node throughput
capacity of a MANET, where the transmission power of each node
can be controlled to adapt to a specified transmission range υ and
a generalized two-hop relay with limited packet redundancy f is
adopted for packet routing. Based on the concept of automatic
feedback control and the Markov chain model, we first develop
a general theoretical framework to fully depict the complicated
packet delivery process in the challenging MANET. With the
help of the framework, we are then able to derive the exact
per node throughput capacity for a fixed setting of both υ and
f . Based on the new throughput result, we further explore the
optimal throughput capacity for any f but a fixed υ and also
determine the corresponding optimum setting of f to achieve it.
This result helps us to understand how such optimal capacity
varies with υ (and thus transmission power) and to find the
maximum possible throughput capacity of such a network for
any f and υ. Interestingly, our results show that increasing the
transmission power of the nodes improves the capacity, which is
the same as that proved in fixed networks.

Index Terms—Capacity, mobile ad hoc networks, power con-
trol, packet redundancy.

I. INTRODUCTION

Mobile ad hoc network (MANET), a flexible and self-

autonomous wireless network architecture, is very promising

to find many important applications in the daily information

exchange, disaster relief, military troop communication, etc.

By now, the lack of a general Shannon limit-like network

capacity theory is still a challenging roadblock stunting the

development and commercialization of MANETs [1], [2]. It

is expected such a theory can help us to understand the

fundamental network throughput limit and thus serves as

an instruction guideline for the network design, performance

optimization and engineering of future MANETs [3]–[5].

Since the seminal work of Grossglauser and Tse (2001)

[6], a lot of research efforts have been devoted to a better

understanding of the MANET throughput capacity (i.e., the

maximum achievable input rate that can be supported by

a spatial and temporal scheduling algorithm) under various

mobility models. Grossglauser and Tse [6] showed that under

the i.i.d. mobility model, it is possible to achieve a Θ(1)
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per node throughput by employing a two-hop relay scheme.

Following this line, it was later proved that the Θ(1) per

node throughput can also be achieved under other mobility

models, like the random walk model [7], the two-dimensional

Brownian motions model [8] and the restricted mobility model

[9]. Moraes et al. further showed that under uniform mobility

model, we can still have the Θ(1) throughput even with a

variant of the two-hop relay scheme, where each packet is only

broadcasted once by its source and all nodes that receive the

packet will act as its relays [10]. Shila et al. in [11] showed that

by deploying m base stations in MANETs, the Θ(1) capacity

can also be achieved while improving the average end-to-end

delay by a factor of m.

Recently, the trade-off between the throughput capacity

and delay performance in MANETs has also been exten-

sively explored. Perevalov et al. [12] studied the delay-limited

throughput of MANETs and reported that under the i.i.d. mo-

bility model, the achievable throughput is of order Θ(n−1/3)
for a fixed delay value d and the throughput increases as

d2/3 when the delay d is a moderate value. Lin et al. [13]

considered the Brownian motion model and showed that the

two-hop relay scheme proposed by Grossglauser and Tse,

while capable of achieving a per node throughput of Θ(1),
incurs an expected packet delay of Ω(log n/σ2

n), where σ2
n

is the variance parameter of the Brownian motion model.

Neely et al. [14] proved that under the i.i.d. mobility model,

it is able to achieve O(1/
√
n) throughput and O(

√
n) delay

by introducing exact
√
n redundancy for each packet. More

recently, the per node throughput capacity and delay trade-off

has also been studied under the random waypoint model [15].

It is notable that the above works mainly focus on deriving

the order sense results of throughput capacity in MANETs. Al-

though the order sense results are helpful for us to understand

the general scaling law and thus the growth rate of throughput

capacity with network size n, they tell us little about the exact

achievable per node throughput. In practice, however, such

exact achievable throughput is of great interest for network

designers. Some initial works are now available on the exact

capacity study of MANETs. Neely et al. [14], [16] established

the exact capacity of cell partitioned MANETs under both

the i.i.d. mobility model and the more general Markovian

mobility models, where it was assumed that the transmission

power (and thus transmission range) of each node is fixed and

the interference among simultaneous link transmissions can

be avoided by using orthogonal channels in adjacent cells.

Gao et al. [17] later extended the above work to a class of

MANETs where the group-based scheduling is adopted to
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schedule simultaneous link transmissions. Recently, Liu et al.

[18] explored the exact capacity for the MANETs based on a

specific two-hop relay routing algorithm with limited packet

redundancy, i.e., a limited number of copies can be dispatched

for each packet, and further extended capacity analysis to the

scenario where each transmitter is allowed to conduct multiple

rounds of probing for identifying a possible receiver [19].

Closed-form models has also been developed for achievable

throughput analysis in a directional antenna-based MANET

[20]. It is noticed that the capacity results in [18]–[20] hold

only when the packet redundancy is smaller than a specific

value (i.e., falls within a restricted range); while in [14], [16],

the capacity was derived without considering the important

interference, medium contention and traffic contention issues.

In this paper, we explore the exact throughput capacity with

a careful consideration of these issues and also for a general

setting of packet redundancy.

Another limit of available works is that the impact of node

transmission range on the throughput capacity of MANETs

has been largely neglected. Since it is generally believed that

the local transmission mode could result in the maximum per

node throughput capacity, these work generally adopt the local

transmission mode in their analysis, where either each node

has a small transmission range of Θ(1/
√
n) [6], [9], [10], [12],

[13], [15], [21], or it can only transmit to some other node(s) in

the same cell [7], [8], [14]. Therefore, the throughput capacity

under a general setting of node transmission range remains

unknown by now. To address this issue, we study the exact per

node throughput capacity of a MANET where the transmission

power of each node can be flexibly controlled such that the

transmission range can be adapted to a specific value.

The main contributions of this paper are summarized as

follows:

• By modeling the packet dispatching at the source and

the packet receiving at the destination as Markov chains

and applying the concept of automatic feedback control

to characterize the service rate adaptation between the

source and the destination, we first develop a general

theoretical framework to depict the complicated packet

delivery process in the challenging MANET.

• With the help of the theoretical framework, we then

develop the exact per node throughput capacity µ(υ, f)
for any specified setting of transmission range υ and

packet redundancy limit f . Simulation results are also

provided to validate the throughput capacity result.

• Based on the new throughput result, we further explore

the optimal capacity maxf{µ(υ, f)} for a fixed υ and

also determine the corresponding optimum setting of f
to achieve it. This result helps us to understand how such

optimal capacity varies with υ and to find a suitable υ
(and also f ) to achieve the possible maximum throughput

capacity maxυ,f{µ(υ, f)} of such a network.

The rest of this paper is outlined as follows. Section II pro-

vides the system assumptions and definitions, and Section III

discusses the issues of transmission scheduling and packet

routing. In Section IV, we develop the theoretical framework

for achievable per node throughput and present numerical

results to validate it. We study in Section V the throughput

maximization problem and explore the impact of transmission

range on the maximum per node throughput capacity, and

finally conclude the paper in Section VI.

II. SYSTEM ASSUMPTIONS AND DEFINITIONS

Network Model: Similar to previous works [8], [14], [18],

in this paper we consider a two-dimensional cell-partitioned

unit torus with n independent mobile nodes, as illustrated in

Fig. 1(a). Time is slotted, and in order to exclusively explore

and thus clearly illustrate the impact of transmission range on

per node throughput capacity, we assume a
√
n × √

n cell

partition1. We assume a limited channel bandwidth such that

the total number of bits that can be transmitted per time slot

is fixed and normalized to one packet. We further assume

that during each time slot each node has the knowledge about

which cell it resides in based on its location information (For

node localization, please refer to [22], [23]).

The cell-partitioned network model is popular and has been

widely adopted in literature [7], [8], [14]. The motivations

behind assuming such a network model are two folds: first, it

could establish a mapping from the node behavior (like node

movements and data transmissions) in a given network area to

that among finite network cells. Such mapping can enable a

flexible control of both node moving velocity and transmission

range by accordingly adjusting the cell size. Second, it enables

closed-form expressions to be derived for various performance

metrics and is very helpful for network performance modeling

and analysis.

Mobility Model: This paper focuses on the independent and

identically distributed (i.i.d.) mobility model [24]–[26], which

is defined as follows: at time slot t = 0, a node is uniformly

placed in one of the n cells; at the beginning of time slot

t = 1, the node independently and randomly selects a cell

among the n cells with equal probability of 1/n, then moves

to the selected cell and stays inside for the whole time slot.

This process is repeated by the node in every subsequent

time slot. One can easily see that as the node movements

are independent of each other, the n nodes are uniformly

and randomly distributed in the n cells at each time slot.

Furthermore, since the node movements are also independent

from time slot to time slot, the node positions are totally

reshuffled at each time slot.

Note that the time a node takes to move from one cell to

another cell actually depends on the distance between two cells

and the node moving velocity. Specifically, if at the beginning

of a time slot a node selects a cell which is too far away from

its current cell, the node may even take multiple time slots

to move to the selected cell. For a general transmission range

and a given node pair, it is extremely difficult to formulate

the exact time when two nodes will move into reciprocal

communication range, and the available time that can be

utilized for data transmission. It becomes much more difficult

1In the case that
√
n is not an integer, i.e., when the network is divided

into m×m equal cells where m = ⌈n⌉ or m = ⌊n⌋, the corresponding per
node throughput capacity can also be easily derived based on the theoretical
framework developed in this paper.
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(a) Cell-partitioned network. (b) An illustration of transmission-
group with α = 6.

Fig. 1. Network cell partition and transmission-group.

(if not impossible) to analytically explore the probability of

a node conducting successful data transmissions in a time

slot, especially when taking into account the important issues

of interference and medium contentions in the challenging

MANETs.

It is noticed that the main focus of this paper is to develop

a theoretical framework for deriving closed-form expressions

for per node throughput capacity under the general settings of

transmission range and packet redundancy. In order to simplify

the analysis and thus keep the theoretical framework tractable,

we assume that the time a node takes to move from one

cell to another cell is neglected, similar to that in previous

studies [7], [8], [14], [16], [27]. It is further noticed that under

this assumption, the per node throughput capacity derived in

this paper could actually serve as a meaningful bound in the

limit of infinite mobility. The results in [14] indicate that the

network capacity derived under the i.i.d. mobility model is

actually identical to the one derived under other non-i.i.d.

mobility models (like the Markovian random walk model and

random waypoint model) if they follow the same steady state

channel distribution.

Communication Model: To account for the interference

among simultaneous transmissions, the Protocol model in-

troduced in [8], [28] is adopted here. For a link i at time

slot t, we use Ti(t) and Ri(t) to denote the positions of

the corresponding transmitter and receiver, respectively. Based

on the Protocol model, the transmission of the link i can

be successful at the time slot t if for any other link j with

simultaneous transmission we have

|Tj(t)−Ri(t)| ≥ (1 + ∆)|Ti(t)−Ri(t)|
here ∆ is a protocol specified guard factor for interference

control. In order to explore the impact of power control on

per node throughput capacity, similar to [29] we assume that

each node employs a power level so as to cover a set of cells

with horizontal and vertical distances no more than υ−1 cells

away from its current cell, where 1 ≤ υ ≤ ⌊
√
n+1
2 ⌋, and ⌊x⌋

is the floor function. With such power control, a node could

transmit to any other node in a square area centered at the

cell of the node and of side length (2υ − 1), as illustrated in

Fig. 1(a).

Traffic Model: This paper considers the permutation traffic

pattern widely adopted in previous studies [6], [14], [18], [24],

[27], [30], [31]. Under such traffic model, there will be in total

n distinct flows, where each node is the source of its locally

generated traffic flow and at the same time the destination

of a flow originated from another node. For the traffic flow

originated at each node, we assume it has an average rate

of λ (packets/slot). The packet arrival process at each node

is independent of the mobility process and packets arrive at

the beginning of a time slot. For the purpose of throughput

capacity analysis, we assume that no lifetime is associated

with each packet and the buffer size at each node is large

enough (or infinite) such that the packet loss due to buffer

overflow will never happen.

Throughput Capacity: We call a traffic input rate λ (pack-

ets/slot) feasible or achievable if there exists a spatial and

temporal scheduling algorithm such that under this input rate

the queue length at each node will never increase to infinity

as the time goes to infinity. The per node throughput capacity

is then defined as the maximum feasible input rate λ. Without

incurring any ambiguity, hereafter we call such capacity as

throughput capacity for brevity.

Remark 1: The cell-partitioned network model, i.i.d. mo-

bility model, Protocol interference model, and permutation

traffic model, which have been widely adopted in literature

for MANET performance modeling and analysis, are actually

abstracted from the actual environment to capture some major

features in the real MANETs. Specifically, the cell-partitioned

network model is mainly used for a MANET with discrete

(slotted) time system to establish an efficient mapping from

the given network area to a finite number of network cells. It

enables a flexible control of both the node movement speed

and the node transmission range to be made for the challenging

MANET, by accordingly setting the cell side length. The

practical meanings of the i.i.d. mobility are two folds: firstly, it

can be used to represent a large class of node mobility which

has homogeneous mobility patterns and exhibits uniform node

distributions at each time slot; secondly, since with the i.i.d.

mobility model the network topology varies dramatically and

the network behavior can never be predicted, the network

performance observed under such model can be regarded as

the limiting performance in the regime of infinite mobility.

Given a transmitter-receiver pair, by defining an exclusive

region around the receiver via the guard factor ∆, the Pro-

tocol interference model can effectively prevent other nodes

which are not sufficiently far away from the receiver from

transmitting simultaneously. Furthermore, it can also enable

a flexible control of simultaneous transmissions by adjusting

the value of ∆ according to the specified system requirement.

The permutation traffic model actually represents the worst-

case scenario of uni-cast in the real-world MANETs. In light

of the fact that in the actual MANETs some nodes may have no

traffic to deliver or receive, the per node throughput capacity

derived under the permutation traffic model may serve as a

meaningful achievable lower bound.

III. TRANSMISSION SCHEDULING AND ROUTING

This section introduces the transmission scheduling and

routing schemes to be adopted in this paper.
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A. Transmission-Group Based Scheduling

It is noticed that under the CSMA/CA-based 802.11 DCF

(distributed coordination function), packets can be transmitted

at any time, and that whether the packets are successfully

received or not depends on the actual SINR at the receiver,

which is totally different from the time slotted system and

the Protocol interference model considered in this paper.

According to the Protocol interference model, multiple links

could simultaneously transmit if they are sufficiently far away

from each other. In order to support as many simultaneous link

transmissions as possible under the time slotted system and

the Protocol interference model, we consider in this paper a

simple transmission-group based scheduling scheme, where at

the beginning of each time slot each node is assumed to be able

to judge whether it is inside an active cell or not. Actually, such

scheduling scheme has also been widely adopted in literature,

see, for example [18], [27], [32], [33].

Transmission-group: A transmission-group is a subset of

cells, where any two of them have a vertical and horizontal

distance of some multiple of α cells and all of them could

conduct transmissions simultaneously.

An example of transmission-group is illustrated in Fig. 1(b),

where all the shaded cells are of the same transmission-group

and each of them can simultaneously support a transmitting

node in it without interfering with each other. It is notable that

for the transmission-group based scheduling with parameter α,

there will be in total α2 distinct transmission-groups, where

each cell belongs to one distinct transmission-group. If all

transmission-groups alternatively become active (i.e., get the

transmission opportunity), then each transmission-group (and

thus each cell) becomes active in every α2 time slots.

Setting of Parameter α: To support as many simultaneous

transmissions as possible, we need to properly tune the pa-

rameter α according to the parameters υ and ∆. As illustrated

in Fig. 1(b), suppose that node V is scheduled to receive from

a transmitting node, while node K in other active cells of

the same transmission-group is transmitting to another node.

Notice that in this paper we consider a network scenario where

each node employs a power level so as to cover a set of cells

which have a horizontal and vertical distance of no greater

than υ− 1 cells away from its current cell, 1 ≤ υ ≤ ⌊
√
n+1
2 ⌋.

Thus, we assume that the node V is at a distance of (x, y)
(x, y ∈ [−υ+1, υ−1]) cells away from its transmitting node,

where the x and y denote the horizontal distance and vertical

distance, respectively. It is trivial to see that we only need to

consider the cases that x ∈ [0, υ−1], y = υ−1. We can easily

see that the distance from node V to its transmitting node

is at most 1√
n

√

υ2 + (x+ 1)2, while another simultaneous

transmitting node (say the node K in Fig. 1(b)) is at least
1√
n

√

(α− υ)2 + x2 away from the node V . According to the

interference model, the condition that K will not interfere with

the reception at V is that for any x ∈ [0, υ − 1],

1√
n

√

(α− υ)2 + x2 ≥ (1 + ∆)
1√
n

√

υ2 + (x+ 1)2

To ensure above inequality for each x ∈ [0, υ − 1], we have

α ≥ υ +
√

2(∆ + 1)2υ2 − (υ − 1)2

Since α is an integer and α ≤ √
n, we can set α as follows

α = min{υ + ⌈
√

2(∆ + 1)2υ2 − (υ − 1)2⌉, ⌊
√
n⌋} (1)

Selection of Transmitting Node: As shown in [18], there

exists a non-negligible probability (which approaches 1−2e−1

as n goes to infinity) that there are at least two nodes falling

within an an active cell. When an active cell has more than one

node, the selection of transmitting node can be implemented

by a mechanism similar to the DCF. At the beginning of each

time slot, each node independently judges whether it is inside

an active cell or not. If not, it remains silent and will not

contend for the transmitting opportunity. Otherwise, it starts its

back-off counter with a seed randomly selected from [0, CW ]
(CW represents the contention window), and then overhears

the channel until its back-off counter becomes 0 or it hears a

broadcasting message from a transmitter. If no broadcasting

message is heard during the back-off counting process, it

broadcasts out a message denoting itself as the transmitter.

Based on the back-off counting mechanism, each node of an

active cell has the same probability to win the transmission

opportunity and thus become the transmitting node.

Remark 2: The transmission-group based scheduling

scheme is adopted due to the following advantages: first, it

can be easily implemented for the considered MANETs since

it is fully distributed without any centralized management;

second, closed-form expressions can be derived for the

probability of successful transmissions during each time slot

under the transmission-group based scheduling scheme, based

on which theoretical analysis can be further conducted for per

node throughput capacity. It is also noticed that the parameter

α in equation (1) is determined according to the extreme

case where the distance between a transmitter-receiver

pair is maximized. However, one can easily see that such

extreme case rarely happen, i.e., with high probability the

distance between the transmitter-receiver pair is smaller.

Therefore, the transmission-group based scheduling scheme

may unavoidably result in an inefficient spatial reuse due to

the conservative setting of α.

B. 2HR-f Routing Scheme

In this paper, we consider a generalization of the classic

two-hop routing scheme with f -cast (2HR-f ) [14], [18], [34],

f ∈ [1, n − 2], where each packet waiting at the source is

delivered to at most f distinct relay nodes (i.e., each packet

has a limited redundancy f ) and should be received in order at

its destination. For the permutation traffic pattern considered

in this paper, there are in total n distinct traffic flows. Without

loss of generality, we focus on a tagged flow in our discussion

and use S and D to denote the source node and the destination

node, respectively.

As a common complication for the designing of relay

algorithm with packet redundancy, there may exist some

residual packets (copies) lingering for a long time in the

network, even after they have already been received by the

destination. Obviously, such remnant packets may create ex-

cess congestion, waste network buffer, and must somehow be

removed. Some approaches have been proposed to address
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this issue, such as the Time-To-Live (TTL) based mechanism

[35] and the broadcasting based feedback mechanism [36].

These mechanisms work fine in lots of scenarios, however,

due to the packet lifetime limit and specific communication

resources taken for feedback broadcasting, both of them may

unavoidably affect the per node throughput capacity. Towards

this end, we adopt the sequence number based mechanism

instead in this paper [14]. Specifically, the source S labels

each packet P of the tagged flow with a sequence number

SN(P ), while the destination D maintains a request number

RN(D) to indicate the sequence number of the packet it is

currently requesting. Every time S or relay nodes meet D,

they can efficiently update their buffers by deleting all packets

with sequence numbers less than the current request number

obtained from D. Note that the sequence number mechanism

ensures that every packet is received in order at the destination.

For the more general case where a certain level of out-of-

order reception is allowed at the destination, an efficient group

number based mechanism was proposed in [37] to remove the

remnant packet copies, and please refer to [37] for details.

The 2HR-f scheme is summarized as follows.

2HR-f Routing Scheme: When S wins the transmission

opportunity at a time slot, S first overhears the channel for

a specified interval of time to check whether D is inside the

one-hop transmission range.

1) If S hears the reply from D within the specified time

interval, it initiates a handshake with D and then trans-

mits a packet directly to D (“Source-to-Destination”

transmission);

2) If no broadcasting reply is overheard during the specified

time interval, a receiving node (say R) is randomly se-

lected among the nodes within the one-hop transmission

range of S based on a mechanism similar to the selection

of transmitting node. With probability 1/2, S and R
then perform either the “Source-to-Relay” or “Relay-to-

Destination” transmission:

• Source-to-Relay: Suppose that packet P is the lo-

cally generated packet for which S is currently

delivering copies. S first initiates a handshake with

R to check whether R has already received a copy

of P . If not, S delivers out a new copy of P to R
if less than f copies of P have been delivered by

now; otherwise, S remains idle for this time slot.

• Relay-to-Destination: S initiates a handshake with

R to check if S carries a packet P ∗ destined for

R with SN(P ∗) = RN(R). If so, S delivers the

packet P ∗ to R; otherwise, S remains idle for this

time slot.

IV. THROUGHPUT CAPACITY

In this section, we first introduce some basic results related

to transmission probabilities and service times under the 2HR-

f routing, and then use them to derive the per node throughput

capacity.

A. Some Basic Results

We present the following lemmas first, i.e., Lemmas 1, 2,

3, 4, and 5. The basic ideas of proofs are similar to that in

Fig. 2. An illustration of the local queue at S and the virtual queue at D.

[18], [37], and please refer to [38] for the proofs of these

lemmas. Note that Lemmas 1, 2, 3, 4, and 5 further generalize

the results established in [18], [37] to the case in which each

node could transmit to the cells with horizontal and vertical

distance of no more than υ − 1 cells away from its current

cell, 1 ≤ υ ≤ ⌊
√
n+1
2 ⌋. Actually, with these lemmas one can

easily recover the results in [18], [37] by setting υ = 2.

Lemma 1: For the tagged flow and a given time slot, we

use p1 and p2 to denote the probability that S conducts a

source-to-destination transmission and the probability that S
conducts a source-to-relay or relay-to-destination transmission,

respectively. By setting m = (2υ − 1)2, we have

p1 =
1

α2

{m− 1

n− 1

(

1−
(n− 1

n

)n−1)

+
1

n

(n− 1

n

)n−1}

(2)

p2 =
1

α2

{n−m

n− 1

(

1−
(n− 1

n

)n−1)

−
(n−m

n

)n−1}

(3)

Lemma 2: Suppose that S is delivering copies for packet

P in the current time slot, D is also requesting for P , i.e.,

SN(P ) = RN(D), and there are already j (1 ≤ j ≤ f + 1)

copies of P in the network (including the original one at S).

For the next time slot, we use Pr(j) to denote the probability

that D will receive P , use Pd(j) to denote the probability that

S will deliver out a copy of P to a new relay (if j ≤ f ), and

use Ps(j) to denote the probability of simultaneous source-to-

relay and relay-to-destination transmissions. By setting m =
(2υ − 1)2, we have

Pr(j) = p1 +
j − 1

2(n− 2)
p2 (4)

Pd(j) =
n− j − 1

2(n− 2)
p2 (5)

Ps(j) =
(j − 1)(n− j − 1)(n− α2)

4nα4

n−5
∑

k=0

(

n− 5

k

)

h(k)

·
{ n−4−k

∑

t=0

(

n− 4− k

t

)

h(t)
(n− 2m

n

)n−4−k−t
}

(6)

where

h(x) =
m
(

m
n

)x+1 − (m− 1)
(

m−1
n

)x+1

(x+ 1)(x+ 2)

In order to derive the per node throughput capacity, we now

define the following two queues for S and D. As shown in

Fig. 2, the local queue at S stores the packets locally generated

at S, while the virtual queue at D stores the sequence numbers
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(a) Absorbing Markov chain for the packet distribution process at
S.

(b) Absorbing Markov chain for the packet reception process at D.

Fig. 3. Absorbing Markov chains for a packet P of the tagged flow, given
that D starts to request for P when there are already k copies of P in the
network. For each transient state, the transition back to itself is not shown for
simplicity.

of the packets not received yet by D. Every time a packet is

locally generated at S, it is put to the end of the local queue;

every time a packet, say P , is moved to the head-of-line of

the local queue, its sequence number SN(P ) is put to the end

of the virtual queue. The head-of-line entry of the local queue

represents the packet that S is currently distributing copies,

while the head-of-line entry of the virtual queue represents the

sequence number of the packet that D is currently requesting,

i.e., RN(D). When S finishes copy distribution for the head-

of-line packet at the local queue, S moves ahead the remaining

packets waiting behind; when D receives the packet whose

sequence number equals the head-of-line entry at the virtual

queue, D moves ahead the remaining entries.

Remark 3: The local queue defined at S characterizes the

local packet generation and copy dispatching at the source

node, which corresponds to the “Source-to-Relay” transmis-

sion of the 2HR-f scheme; while the virtual queue introduced

to D depicts the packet delivery from the intermediate relay

nodes to the destination, which corresponds to the “Relay-to-

Destination” transmission.

The service time of the local queue at S and the service

time of the virtual queue at D can then be defined as follows:

Definition 1: For a packet P of the tagged flow, its service

time at the local queue is defined as the time elapsed between

the time slot when S starts to deliver copies for P and the

time slot when S stops distributing copies for P .

Definition 2: For a packet P of the tagged flow, its service

time at the virtual queue is defined as the time elapsed between

the time slot when D starts to request for P and the time slot

when D receives P .

Actually, the local queue characterizes the packet arrival

and copy distribution at S, while the virtual queue defines the

packet delivery from relay nodes to D. Note that each entry

waiting in the virtual queue represents the sequence number

of a packet that has not been received yet by D. Without loss

of generality, consider a packet P and suppose that there are

k copies of P in the network when D starts to request for

P , 1 ≤ k ≤ f + 1. If we denote by A the state that S has

finished the copy distribution for P or the state that D has

received a copy of P , then the service process of P at the

local queue and the service process of P at the virtual queue

can be defined by two finite-state absorbing Markov chains,

as defined in Fig. 3(a) and Fig. 3(b), respectively. We further

denote by XS(k) the corresponding service time at the local

queue and denote by XD(k) the corresponding service time at

the virtual queue. Then according to the Markov chain theory

[39], XS(k) (resp. XD(k)) can be regarded as the time it

takes the Markov chain in Fig. 3(a) (resp. Fig. 3(b)) to become

absorbed given that the chain starts from the state 1 (resp. the

state k).

Lemma 3: For a packet P of the tagged flow, suppose that

there are k copies of P in the network when D starts to request

for P , 1 ≤ k ≤ f + 1, then we have

E{XS(k)} =











∑k−1
i=1

1
Pd(i)

+ 1
p1+Pd(k)

·
(

1 +
∑f−k

j=1 φ1(k, j)
)

if 1 ≤ k ≤ f,
∑f

i=1
1

Pd(i)
if k = f + 1.

(7)

E{XD(k)} =











































1
Pr(k)+Pd(k)−Ps(k)

(

1 +
∑f−k

j=1 φ2(k, j)

+Pd(f)−Ps(f)
Pr(f+1) φ2(k, f − k)

)

if 1 ≤ k ≤ f − 1,
1

Pr(f)+Pd(f)−Ps(f)

(

1 + Pd(f)−Ps(f)
Pr(f+1)

)

if k = f,
1

Pr(f+1) if k = f + 1.
(8)

where

φ1(k, j) =

j
∏

t=1

Pd(k + t− 1)

p1 + Pd(k + t)

φ2(k, j) =

j
∏

t=1

Pd(k + t− 1)− Ps(k + t− 1)

Pr(k + t) + Pd(k + t)− Ps(k + t)

Lemma 4: For any 1 ≤ k ≤ f , we have

E{XS(k)} < E{XS(k + 1)} (9)

E{XD(k)} > E{XD(k + 1)} (10)

For the tagged flow, if we further denote by XS the average

service time of all packets in the local queue served by S, and

denote by XD the average service time of all entries in the

virtual queue served by D, then we can establish the following

result based on Lemma 4.

Lemma 5: For any given transmission range parameter υ

and packet redundancy limit f , 1 ≤ υ ≤ ⌊
√
n+1
2 ⌋, 1 ≤ f ≤

n− 2, we have

E{XS(1)} ≤ XS ≤ E{XS(f + 1)} (11)

E{XD(f + 1)} ≤ XD ≤ E{XD(1)} (12)

B. Per Node Throughput Capacity

For the tagged flow, suppose that currently packet P is the

head-of-line packet at the local queue of S, D just receives

the last packet before P and there are already k (1 ≤ k ≤ f )

copies of P in the network. We further assume that the packet

waiting right behind P in the local queue is packet P ′, and
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Fig. 4. An illustration of the automatic feedback control system defined
for the packet delivery process of the tagged flow, where the parameter k is
automatically updated to adjust to the service rates at the S and D.

D will start to request for P ′ when there are k′ copies of P ′

in the network. Then we have the following two cases:

• If E{XS(k)} ≤ E{XD(k)}, the copy dispatching of P
at S is faster than the packet receiving at D and thus we

have k′ ≥ k for packet P ′ in the average case. According

to (9) and (10), it follows that E{XS(k
′)} ≥ E{XS(k)}

and E{XD(k′)} ≤ E{XD(k)}. Since E{XS(k)} ≤
E{XD(k)}, then we have

E{XD(k)−XS(k)} ≥ E{XD(k′)−XS(k
′)} (13)

The above inequality indicates that from P to P ′, the

expected gap between the service time at the destination

and the service time at the source tends to become

smaller. Since (13) also holds for the packets (if any)

waiting behind P ′, we can see that the XS and XD (and

thus the average service rates at S and D) will gradually

approach each other until a balance is achieved.

• If E{XS(k)} ≥ E{XD(k)}, the packet receiving of P at

D is faster than the copy dispatching at S and thus we

have k′ ≤ k for packet P ′ in the average case. Similarly,

we have E{XS(k
′)} ≤ E{XS(k)} and E{XD(k′)} ≥

E{XD(k)}. Together with E{XS(k)} ≥ E{XD(k)}, it

follows

E{XS(k)−XD(k)} ≥ E{XS(k
′)−XD(k′)} (14)

which means that the expected gap between the service

time at the source and the service time at the destination

also tends to become smaller from P to P ′.

Note that every time a relay receives a packet P from the

source node, it puts P into the end of its relay-queue specified

for the destination; on the other hand, every time it delivers

a packet P to the destination, it deletes from the relay-queue

all packets with sequence numbers less than SN(P ) (since

the destination has already received all the packets before

P ). Therefore, from (13) and (14) one can see that, when

averaged over all packets of the tagged flow, the average rate

of buffer occupation and the average rate of buffer flush (i.e.,

the average rate of deleting packets from the relay-queues) at

the n−2 relay nodes tends to being equal and thus the network

system will gradually evolve towards being stable.

The above analysis indicates that under the 2HR-f routing

scheme, the parameter k is automatically updated from packet

to packet so as to adjust the service rates at S and D. Based

on this intrinsic feature of automatic updating for parameter k,

we can model the packet delivery process of the tagged flow as

an automatic feedback control system shown in Fig. 4, where

the packet dispatching process at S and the packet receiving

process at D can be defined by the two absorbing Markov

chains in Fig. 3(a) and Fig. 3(b), respectively2.

Now we are ready to derive the throughput capacity for the

tagged flow. We denote by VS the long-term average packet

dispatching rate at S and denote by VD the long-term average

packet receiving rate at D, where

VS = lim
t→∞

the number of dispatched packets at S

t
(15)

VD = lim
t→∞

the number of received packets at D

t
(16)

We then have the following result.

Lemma 6: For the tagged flow and any given parameters of

υ and f , we have

VS ≤ 1

E{XS(1)}
(17)

VD ≤ 1

E{XD(f + 1)} (18)

Proof: We first prove (17). For the local queue at the

source S, suppose that during some time interval t node S
has successfully served NS(t) locally generated packets (i.e.,

S has distributed copies for NS(t) local packets). According

to the definition in (15), we have

VS = lim
t→∞

NS(t)

t
(19)

Notice that during the time interval t, the local queue may be

empty and thus the queue server S may become idle. Denote

by IS(t) the accumulated vacancy time at S during the time

interval t, then we have

XS = lim
t→∞

t− IS(t)

NS(t)
(20)

Since IS(t) ≥ 0, combining the (19) and (20), we have

VS ≤ 1

XS

(21)

Substituting (11) into (21), (17) then follows. After a similar

derivation, (18) also follows.

We now can establish the following main result on per node

throughput capacity.

Theorem 1: Consider a cell-partitioned MANET where

each node could transmit to the cells with horizontal and

vertical distance of no more than υ − 1 cells away from its

current cell, 1 ≤ υ ≤ ⌊
√
n+1
2 ⌋, and each packet follows the

2HR-f routing scheme, 1 ≤ f ≤ n−2. If we denote by µ(υ, f)
the per node (flow) throughput capacity, i.e., the network can

stably support any input rate λ < µ(υ, f), then we have

µ(υ, f) = min

{

p1 +
f

2(n− 2)
p2,

p1 + p2/2

1 +
∑f−1

j=1

∏j
t=1

(n−t−1)p2

2(n−2)p1+(n−t−2)p2

}

(22)

2Notice that for a packet P of the tagged flow, its corresponding parameter
k depends only on the delivery process of the last packet received just before
P .
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Proof: For the tagged flow, as its packet delivery process

can be defined by the automatic feedback control system in

Fig. 4, we can see that if the network is stable (i.e., the queue

length at the source and at relay nodes will not go to infinity)

under the input rate λ, then we have

λ = VS = VD (23)

This is due to the fact that in a stable control system, the

long-term average rate of the input traffic is equal to that of

the output one.

Based on (17) and (18), we then have

µ(υ, f) = min

{

1

E{XS(1)}
,

1

E{XD(f + 1)}

}

(24)

After substituting (7) and (8) into (24), (22) follows.

In this paper, we assume transmission coverage of a square

area so as to approximate the actual circular transmission

area and simplify the theoretical analysis. It is noticed that

the adoption of other general cases of transmission cover-

age area, like the circle or hexagon transmission coverage

area, will affect only the setting of transmission scheduling

scheme (i.e., the distance parameter α in Section III-A), and

the probabilities of a node conducting source-to-destination,

source-to-relay, and relay-to-destination transmissions in each

time slot. However, it will never change the fundamental

properties or the basic features of the end-to-end packet

delivery process, as characterized by our automatic feedback

control and Markov chain model based framework. Therefore,

the theoretical framework developed in this paper can also

be applied to analyze the per node throughput capacity under

the general circle or hexagon transmission coverage area, after

accordingly updating the parameter α in (1), and probabilities

p1 and p2 in Lemma 1.

Remark 4: In the 2HR-f routing scheme, the mechanism

of sequence number and request number is adopted to ensure

all packets are received in order at the destination. This

is actually very strict since according to the buffer space,

the destination may receive and keep somewhat out-of-order

packets, rather than accept all incoming packets strictly in their

sequence order. The generalized 2HR-f routing scheme which

allows a certain level of out-of-order packet reception, i.e., the

group-based two-hop relay algorithm with packet redundancy,

was first proposed in [37]. In such an algorithm with packet

redundancy limit f and group size g (2HR-(f, g) for short),

each packet is delivered to at most f distinct relay nodes and

can be accepted by its destination if it has never been received

by the destination before and also it is among g packets of

the group the destination is currently requesting. Packets are

divided into consecutive groups at the source node, g packet

per group, and the level of out-of-order packet reception at the

destination can be flexibly controlled by adjusting the value of

parameter g. Actually, the theoretical framework developed in

this paper has been further extended to analyze the per node

throughput capacity under the general 2HR-(f, g) algorithm

in [40], and please kindly refer to [40] for details.
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(a) Network scenario (n = 256, f = 6, υ = 6) with
µ(6, 6) = 1.17× 10−3 (packets/slot).
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(b) Network scenario (n = 256, f = 6, υ = 1) with
µ(1, 6) = 2.84× 10−4 (packets/slot).

Fig. 5. The expected end-to-end packet delay for n = 256.

C. Model Validation

To validate the derived per node throughput capacity, a

dedicated simulator in C++ was developed, which is now

available at [41]. In our simulation, the traffic flow originated

from each node is assumed to be a Poisson stream. Similar to

the settings in [42], [43], the guard factor ∆ is fixed as ∆ = 1
here. In addition to the i.i.d. mobility model considered in

this paper, we also implemented our simulator for the popular

random walk and random waypoint models:

• Random Walk Model [7]: At the beginning of each time

slot, each node independently makes a decision regarding

its mobility action, either staying inside its current cell

or moving to one of its eight adjacent cells. Each action

happens with the same probability of 1/9.

• Random Waypoint Model [25]: At the beginning of

each time slot, each node independently and randomly

generates a two-dimensional vector ννν = [νx, νy], where

the values of νx and νy are uniformly drawn from

[1/
√
n, 3/

√
n]. The node then moves a distance of νx

along the horizontal direction and a distance of νy along

the vertical direction. The pause time is zero.

Extensive simulations have been conducted to validate the

per node throughput capacity. We included here the simulation

results of two network scenarios (n = 256, f = 6, υ = 6)

and (n = 256, f = 6, υ = 1), and the simulation results
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(b) The actual per node throughput for network scenario
(n = 256, f = 6, υ = 1).

Fig. 6. The actual per node throughput for n = 256.

of other scenarios can be easily obtained by our simulator

[41] as well. Fig. 5 shows how the expected end-to-end delay

varies with the system load ρ = λ/µ under the two scenarios.

Note that all the simulation results of expected end-to-end

delay are reported with the 95% confidence interval. Fig. 5

indicates clearly that our theoretical framework can be used to

nicely characterize the throughput capacity of the considered

MANETs. As observed from Fig. 5 that when the system load

ρ approaches 1 (i.e., when the traffic input rate λ approaches

the throughput capacity µ), the packet delay rises up sharply

and becomes extremely sensitive to the variations of ρ. Such

skyrocketing behavior of packet delay as ρ approaches 1

serves as an intuitive validation for the throughput capacity

determined by our theoretical framework.

In order to further validate the throughput capacity result,

we examined the actual per node throughput and summarized

the corresponding simulation results in Fig. 6. As observed

from Fig. 6 that for both the network scenarios there, the

actual per node throughput first monotonically increases with

ρ and becomes flattened as ρ beyond 1. Specifically, as the

system load ρ increases beyond 1 (i.e., the traffic input rate

λ increases beyond the throughput capacity µ), the actual

per node throughput becomes flattened at 1.16 × 10−3 and

2.83× 10−4 in Figs. 6(a) and 6(b), respectively, which means

that the throughput capacity determined in Theorem 1 is tight

and achievable.
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Fig. 7. Throughput capacity µ(υ, f) vs. redundancy limit f and transmission
power υ.

From Figs. 5 and 6, it is also interesting to note that

the network we consider here actually exhibits very similar

behaviors in terms of per node throughput under either the

i.i.d. model, the random walk model or the random waypoint

model. In this sense, our theoretical framework, although was

developed for the throughput capacity under the i.i.d. mobility

model, can also be used to nicely analyze that under the

random walk and the random waypoint models as well.

We now explore how the per node throughput capacity

µ(υ, f) of the 2HR-f routing scheme varies with parameters

υ and f . For the scenarios of υ = {1, 2, 3} and n = 256,

Fig. 7(a) illustrates how µ(υ, f) varies with packet redundancy

limit f . We can see from Fig. 7(a) that for a given υ, we

can find an optimum setting of f to achieve the maximum

throughput capacity µ(υ, f) (as to be analytically derived in

Section V). For example, for the setting of υ = 1, 2 and 3,

the corresponding optimum setting of f are 15, 13 and 9,

respectively. It is also interesting to notice that when f ≤ 8, the

µ(υ, f) of the case υ = 3 is always the greatest one among that

of all three cases, while the µ(υ, f) of the case υ = 1 becomes

the greatest one when f ≥ 14. However, this is not the case

for the relationship between µ(υ, f) and transmission power

υ illustrated in Fig. 7(b). One can observe from Fig. 7(b) that,

the µ(υ, f) of all the three cases f = {1, 4, 8} have very

similar varying tendency with υ. Specifically, when υ ≥ 5 the

three curves of µ(υ, f) there almost coincide with each other.

The impact of f on µ(υ, f), therefore, can be almost neglected
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as the transmission power υ increases beyond some specific

value.

V. THROUGHPUT OPTIMIZATION

As shown in Fig. 7(a), for a given υ, there exists an optimum

setting of f to achieve the maximum µ(υ, f). We now proceed

to explore the following optimization problem.

Throughput Optimization Problem: For a 2HR-f -based

MANET with a fixed transmission range υ for each node,

calculate its maximum per node throughput capacity for any

value of f .

For a fixed transmission range υ, if we denote by µ∗ the

corresponding maximum per node throughput capacity, then

the throughput optimization problem can be formulated as

µ∗ = max
f

{µ(υ, f)}

= max min

{

1

E{XS(1)}
,

1

E{XD(f + 1)}

}

(25)

subject to:

1 ≤ f ≤ n− 2, 1 ≤ υ ≤ ⌊
√
n+ 1

2
⌋

where the E{XS(1)} and E{XD(f + 1)} are defined in (7)

and (8), respectively.

Regarding the solution of this optimization problem, we

have the following result.

Lemma 7: For any given υ ∈ [1, ⌊
√
n+1
2 ⌋], we have

µ∗ = max

{

1

E{XD(f + 1)}
∣

∣

f=f0

,
1

E{XS(1)}
∣

∣

f=f1

}

(26)

where

f0 = max
{

f | E{XS(1)} ≤ E{XD(f + 1)}
}

(27)

f1 = min
{

f | E{XD(f + 1)} ≤ E{XS(1)}
}

(28)

Proof: We first prove that f0 and f1 defined above do

exist. According to (7) and (8), we have

E{XS(1)}|f=1 =
1

p1 + Pd(1)

≤ 1

p1 +
p2

2(n−2)

= E{XD(f + 1)}|f=1 (29)

Notice that

E{XS(1)}|f=n−2

=
1

p1 + p2/2

(

1 +

n−3
∑

j=1

j
∏

t=1

(n− t− 1)p2
2(n− 2)p1 + (n− t− 2)p2

)

≥ 1

p1 + p2/2
= E{XD(f + 1)}|f=n−2 (30)

It is easy to see from (7) and (8) that as f increases, the

E{XS(1)} monotonically increases while the E{XD(f + 1)}
monotonically decreases. Combining with the results in (29)

and (30), we can see that the f0 and f1 defined above do exist.
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Fig. 8. The maximum throughput capacity µ∗ and the corresponding
optimum setting of f for networks with n varying from 64 to 1024.

From (24) we know that

µ(υ, f) =

{

1/E{XD(f + 1)} if 1 ≤ f ≤ f0,

1/E{XS(1)} if f1 ≤ f ≤ n− 2.
(31)

Thus, (26) can be derived directly based on (31). The above

results indicate that for a MANET with a fixed υ, there exists

an optimum setting of f (f0 or f1) to achieve the optimal per

node throughput capacity µ∗.

To illustrate the optimal throughput capacity µ∗, we show in

Fig. 8(a) and Fig. 8(b) that for υ = {1, 2, 3}, how µ∗ and the

corresponding optimum setting of f vary with network size

n. Fig. 8(a) shows clearly that for all the three settings of υ
here, although the corresponding µ∗’s all decrease quickly as

the network size increases, their varying tendencies with n are

actually different. A careful observation of Fig. 8(a) indicates

that among the three settings of υ here, the µ∗ of the case

υ = 3 decreases most dramatically with n while the one of

the case υ = 1 decreases least significantly with n. It is also

interesting to note that when n is in different ranges, the impact

of υ on µ∗ can also be different. For example, when n ≤ 143,

the µ∗ of the case υ = 3 is always the greatest one among that

of all three cases, while the µ∗ of the case υ = 1 becomes the

greatest one when n is larger than 270. The results in Fig. 8(b)
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Fig. 9. The throughput capacity µ∗ vs. node transmission region υ.

show that for a given υ, the corresponding optimum setting

of f is actually a piecewise function of n. We can also see

from the figure that for each network size n, the optimum f of

case υ = 3 is the smallest one among that of all three cases.

This can be intuitively interpreted as follows. For one given

network, if a bigger υ (and thus a larger transmission range)

is adopted, a node will have higher probability to meet its

destination or relay nodes and thus can deliver packets more

fast, resulting in a fewer number of redundant copies for each

packet before it arrives at its destination.

To further explore the relationship between υ and µ∗, we

summarize in Fig. 9 how µ∗ varies with υ for scenarios of

n = {225, 441, 625, 900}. It is interesting to see that, for

each network scenario there, as υ increases µ∗ always first

decreases and then increases. Actually, the effect of increasing

υ is two-fold: on one hand, it increases the probability that

a node meets the destination or relay nodes, but on the other

hand it decreases the number of simultaneous transmissions in

network. As illustrated in Fig. 9 that when υ is small, the latter

negative effect dominates, while as υ gradually increases, the

positive effect becomes the dominant one. It is further noticed

that for the cases n = 225, n = 441 and n = 625, µ∗ does not

increase any more (i.e., saturates to a value) when υ increases

beyond some threshold (υ = 8, 11 and 13, respectively). This

is because that with such settings of υ, a node is able to

cover the whole network region and thus the destination node

receives each packet directly from the source. According to

(2), the saturated value of µ∗ can be determined as

µ∗ =
1

α2

(

1−
(n− 1

n

)n
)

It is notable that the results in both Fig. 9 and Fig. 8(a)

actually imply a fact that for the mobile networks considered

in this paper, we may have a significant improvement of

per node throughput capacity and even achieve its possible

maximum value through adopting a bigger υ (and thus a larger

transmission range) for each node, which is the same as that

proved in fixed networks [44], [45].

VI. CONCLUSION

Distinguished from the available works which mainly focus

on deriving the order sense results and exploring the scaling

laws of throughput capacity in MANETs, this paper addressed

another basic problem: for a MANET with general node trans-

mission range control and packet redundancy control, what is

the exact achievable per node throughput. We found that for

the network scenarios considered in this paper, it may not

be always true that adopting the minimum transmission range

can achieve the maximum per node throughput capacity, as

what is generally believed in literature. This finding indicates

that further deliberate studies are necessary to reveal the

real achievable throughput of MANETs. Another interesting

finding of our work is that the MANETs considered in this

paper actually exhibit very similar behaviors in terms of per

node throughput under different node mobility models, like the

i.i.d., random walk and random waypoint. The results of this

work can provide a clear guideline to network engineers by

indicating whether a given vector of traffic input rate can be

supported or not by the network, what is the possible optimal

throughput capacity that can be achieved via all combinations

of transmission range and packet redundancy. Furthermore,

as our very initial step towards thoroughly understanding

the fundamental capacity of general MANETs, this paper

considered only some simple scenarios, and the results of this

work are expected to lay a foundation for future analysis under

other more general scenarios.

It is noticed that in this paper, we consider a simple network

scenario where there is no lifetime associated with each packet

and the buffer size at each node is assumed to be large enough.

Note that the per node throughput capacity is actually a mono-

tonically non-decreasing function of packet lifetime and buffer

size at each node, and there may exist some thresholds of

packet lifetime and also buffer size, beyond which the per node

throughput capacity cannot increase anymore. Therefore, one

interesting future research is to derive the per node throughput

capacity of the 2HR-f under a more general scenario in

which each packet is of limited lifetime and each node has

constrained buffer space, and further explore the possible

thresholds of packet lifetime and buffer size there. Note also

that the closed-form throughput capacity results presented in

this paper only hold for MANETs with homogeneous node

mobility patterns, so our another future research direction is to

extend the current theoretical models and closed-form results

to other more general scenarios with heterogeneous mobility

patterns.
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