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Abstract—Fiber Wireless (FiWi) access networks is widely
prevailed to connect the users to the core network. The FiWi
access networks are consisted of the edge router, the Passive
Optical Networks (PONs) and the wireless networks. In this
environment, the edge router, which is the terminal to the core
network, has the possibility of heavy congestion. To cope with this
problem, we propose a Multi Point Control Protocol (MPCP)-
based centralized rate control method to centrally control the
traffic rate at each Home GateWay (HGW) so as to avoid
congestion at the edge router. In the proposed scheme the
transmission delay due to rate control overhead can be mitigated.
The performance of the proposed scheme is verified by numerical
analysis and computer simulations.

Index Terms—FiWi, PON, WLAN, HGW, MPCP.

I. INTRODUCTION

RECENTLY, the Passive Optical Networks (PONs) [1]
and the Wireless Local Area Networks (WLANs) [2]

have been widely used in the access networks, which connect
users to the core network. The WLANs are used for the user
networks and the PONs are used to connect the WLANs to the
edge router, which is the final destination to the core network.
Due to the increase of needs arising from the much anticipated
5th Generation (5G) cellular network whereby the allowable
end-to-end delay is expected to be below 5ms, the needs of
the lower delay in access networks is substantially increasing.

The collaboration network of the PONs and the WLANs is
called the Fiber Wireless (FiWi) access network [3], and this
is attracting significant attention. Fig. 1 shows the network
topology of FiWi access networks considered in this paper.
The STAtion (STA) sends the data to a Home GateWay (HGW)
with the distributed control. We assume that the HGW plays
the role of both the Access Point (AP) and the Optical Network
Unit (ONU), and is connected to an Optical Line Terminal
(OLT). The ONUs are centrally controlled by the OLT with
Multi Point Control Protocol (MPCP) [4]. Several OLTs are
connected to an edge router. Due to the geographical location
of the OLT, the propagation delay between the HGW and
the edge router is different. The edge router does not impose
control on the traffic at each OLT, however, it controls the data
rate of the uplink traffic to the core network. In this network,
since the HGW and the edge router do not centrally control the
uplink traffic coming from the STA and the OLT, respectively,
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Fig. 1. An example of our considered FiWi access networks.

there is a possibility of uplink traffic congestion at both the
HGW and the edge router.

As a method to solve the afore-mentioned traffic congestion
problem, in this paper, we propose a method to apply the
MPCP between the HGW and the edge router. In our proposed
method, the edge router centrally controls the traffic rate
from each HGW so that we can avoid the traffic congestion
on the uplink in the FiWi access networks. As a traffic
rate control method using MPCP, two different bandwidth
sharing methods can be considered, i.e., time division and
rate division schemes. The bandwidth sharing by time division
leads to additional delays due to time scheduling, which is not
negligible for real-time communications. Therefore, in terms
of short delivery delay, the bandwidth sharing method in rate
division is appropriate to avoid the traffic congestion. By this
method, it may be possible to avoid the traffic congestion in
the FiWi access networks with low delay.

The remainder of this paper is organized as follows. First,
we introduce the centralized control method by using the
MPCP with bandwidth sharing by time division and rate
division in Section II. Then, we formulate the delay at the
HGW to analyze the performance of the proposed method
in Section III. In Section IV, we present the results of
performance evaluation conducted by computer simulations.
Finally, Section V concludes the paper.

II. ASSUMED NETWORK ENVIRONMENT

A. MPCP mechanism
Figs. 2(a) and 2(b) demonstrate the mechanism of the MPCP

with bandwidth sharing by time division and rate division,
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(a) The MPCP with bandwidth sharing by time division. (b) The MPCP with bandwidth sharing by rate division.

Fig. 2. The mechanism of MPCP with bandwidth sharing by time division and rate division.

respectively. In this centralized control method, the process
to send the data can be divided into three time slots, namely
arriving slot, waiting slot, and leaving slot. The lengths of
those time slots are all the same and referred to as the Dynamic
Bandwidth Allocation (DBA) intervals. In this centralized
control method, the edge router controls the traffic rate from
each HGW by exchanging control messages among them.
Each HGW sends a REPORT message to the edge router,
which informs the amount of data that arrives at the HGW
during the last DBA interval. In the next waiting slot, the
data which arrives in the arriving slot waits at the HGW
while the edge router receives all REPORTs from each HGW.
Then, the edge router sends a GATE message to each HGW
informing the traffic rate. The policy of the method to allocate
the bandwidth to each HGW, which is referred to as the DBA
policy [4], [5], has been studied by many other researchers, and
it is out of scope in this paper. Here, the DBA interval must be
equal to or bigger than the maximum round trip time between
the HGW and the edge router. Since we assume that the FiWi
access networks in this paper are used as the access networks
of the 5G, the length of the DBA interval is considered to be
within 5ms.

B. Drawback of Bandwidth Sharing by Time Division
Fig. 2(a) depicts the sequence of the centralized control

of applying the bandwidth sharing by time division. In this
method, to divide the time at the edge router, the timing of
sending data at each HGW in the leaving slot is different
considering the gap of the propagation delay between the
HGW and the edge router. In this time, each HGW can send
the data with the link rate of the edge router. Therefore, the
arriving traffic rate at the edge router is the same as the link
rate of the edge router.

The bandwidth sharing by time division is used at the PON
where the DBA interval is in the order of micro-seconds. On
the other hand, the propagation delay between the HGW and
the edge router is in the order of milli-seconds. Therefore, even

if the delay occurred by the time division between the OLT
and the ONU is small enough to ignore, the delay cannot be
ignored when the time division is applied between the HGW
and the edge router. In case of Fig. 2(a), the data which arrives
at the 1st HGW waits for the longest time due to waiting
for the DBA interval, and finally is sent to the edge router
after all data is sent from the 2nd HGW to the M th HGW
in the leaving time-slot. Here, for example, we assume that
the distance between the M th HGW and the edge router, lM ,
is the longest. From the above discussion, the MPCP with
sharing bandwidth by time division is not appropriate between
the edge router and the HGW.

C. Bandwidth Sharing by Rate Division
Fig. 2(b) shows the sequence of the centralized control

of applying the bandwidth sharing by rate division. In this
method, the time length to send the data is the same with
each HGW, and it is equal to the DBA interval. We can control
the traffic rate of each HGW and the start timing of the data
from each HGW by sending the GATE message to each HGW.
When each HGW sends data to the edge router in the leaving
slot, the M th HGW first begins to send the data with the
controlled traffic rate. Then, we make the arriving time of
data from the 1st HGW to the (M − 1)th HGW at the edge
router the same with each other so that the edge router is able
to keep the total traffic rate during the DBA interval. In order
to realize this method, the data from the ith HGW starts to
be sent to the edge router in the gap of the propagation delay
between the M th HGW and the ith HGW after the data from
the M th HGW starts to be sent. By this method, we can avoid
the additional delay occurred in the bandwidth sharing method
by time division.

III. ANALYSIS OF DELAY DUE TO MPCP-BASED RATE
CONTROL

In this section, we formulate the delay at the HGW in
the case of the bandwidth sharing by rate division. Then, we
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Fig. 3. The analytical model of the delay at the HGW.

analyze the delay to evaluate the performance of the proposed
scheme.

A. Formulation of Delay at the HGW

We define the delay at the HGW as the time between the
traffic arrives at the HGW and the traffic leaves from the
HGW. The formulation is held on a premise that all data,
which arrives at the ith HGW during the arriving slot, can
be sent to the edge router within the leaving slot. We set that
the arriving traffic rate at the ith HGW from the STAs at the
time ta follows a function, fi(ta) with 0 ≤ ta ≤ ∆t. We
also assume that the propagation delay between an AP and an
ONU in the same HGW is 0. The DBA interval is decided by
the longest distance between the HGW and the edge router.
Therefore, when we set the distance between the jth HGW and
the edge router as lj , the DBA interval meets an inequality as
follows:

2 × max
j

lj
c
≤ ∆t, (1)

where c denotes the speed of light. Fig. 3 shows the analytical
model of the delay at the ith HGW, Di(ta). Di(ta) can be
divided into three different types of delays, i.e, the delay in
the arriving slot, darrive, the delay in the waiting slot, dwait

and the delay in the leaving slot, dleaving.
In the arriving slot, the data that arrives at the ith HGW at

ta waits until the time when the REPORT is sent to the edge
router. When we set the DBA interval as ∆t, the delay in the
arriving slot, darrive, can be calculated as (∆t − ta).

In the waiting slot, all data has to wait during a DBA interval
where the HGW and the edge router exchange the REPORT
and the GATE messages with each other. Thus, dwait is equal
to ∆t.

The delay in the leaving slot is the sum of dgap
leave and ddata

leave.
From Fig. 2(b), the ith HGW starts to send the data to the
edge router in dgap

leave after the jth HGWs (i < j) send the
data. In this time, dgap

leave can be calculated from the gap in the
propagation delays between the edge router and each HGW,
and its maximum value can be expressed as follows:

dgap
leave = max

j

lj
c
− li

c
. (2)
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Fig. 4. The delay experienced by different arrival times at the HGW.

Meanwhile, the sum of the data arriving at the ith HGW
between 0 to ta is equal to the sum of the data leaving from the
HGW during ddata

leave. Therefore, when the edge router decides
the traffic rate of the ith HGW as RHGW

i , ddata
leave becomes as

follows:

ddata
leave =

∫ ta

0 fi(τ)dτ

RHGW
i

. (3)

Hence, the delay in the leaving slot can be calculated by the
sum of Eqs. 2 and 3.

From the above formula, we can derive Di(ta) as the sum
of them as follows:

Di(ta) = darrive + dwait + dleave

= (∆t − ta) + ∆t

+max
j

lj
c
− li

c
+
∫ ta

0 fi(τ)dτ

RHGW
i

. (4)

From Eq. 4, both the delays in the arriving slot and the waiting
slot are the same with all the HGWs. However, the delay in
the leaving slot depends on the value of i.

B. Numerical analysis
In this section, we analyze the delay formulated as Eq. 4.

Assuming that the propagation delay between the ith HGW
and the edge router is much smaller than the DBA interval,
i.e., li/c ≪ ∆t, Eq. 4 can be transformed into the equation as
follows:

Di(ta) = (∆t − ta) + ∆t +
∫ ta

0 fi(τ)dτ

RHGW
i

. (5)

Here, we consider the proportional fairness as a DBA policy
where the edge router decides the traffic rate by the proportion
of the amount of data which the ith HGW demands against
the whole demands. RHGW

i can be given as follows:

RHGW
i = RER ×

∫∆t
0 fi(τ)dτ

∑M
j

∫∆t
0 fj(τ)dτ

, (6)

where RER denotes the link rate of the edge router. Here,
we assume the premise that all the traffic which arrives at
the HGWs are equal to the upper bound of the transmittable
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traffic amount during a DBA interval. Then following equation
is satisfied:

M∑

j

∫ ∆t

0
fj(τ)dτ = RER × ∆t. (7)

Therefore, from Eqs. 6 and 7, the delay can be expressed
simply as follows:

Di(ta) =

(
2 +

∫ ta

0 fi(τ)dτ
∫∆t
0 fi(τ)dτ

)
∆t − ta. (8)

From Eq. 8, we can understand that the delay at the ith

HGW only depends on its own traffic arrival function, fi(ta),
regardless of the other HGWs’ traffic patterns.

To visualize the shape of Di(ta), here, we assume that
fi(ta) follows the normal distribution function as follows:

fi(ta) =

⎧
⎪⎨

⎪⎩

(2πσ2
i )−1/2exp

(
− (ta−µi)

2

2σ2
i

)
×(RER ·∆t),

(µi − 3σi ≤ ta ≤ µi + 3σi)
0, (otherwise)

(9)

where µi and σi denote the time of the peak traffic rate and
the variance of the distribution, respectively. For the feature
of the normal distribution function, the integral of fi(ta) from
(µi − 3σi) to (µi + 3σi) is more than 99% of (RER · ∆t).
In other words, the amount of the arriving traffic becomes
almost equal to the upper bound of the leaving traffic when
both (0 ≤ µi−3σi) and (µi +3σi ≤ ∆t) are satisfied. In such
a situation, we set µi, σi, and ∆t to ∆t/2, ∆t/10, and 1ms,
respectively, and depict the delay Di(ta) in Fig. 4. The delay in
the leaving slot, dleave, suddenly increases around µi and gets
gently stable during the beginning and the end. This is because
the amount of arriving data at the HGW suddenly increases
around the µi and gets stabilized at the beginning and the
end. Therefore, the total delay, Di(ta), shows the minimum
delay at the time before the peak of the arriving data, and the
maximum value at the time after the peak of the arriving data.

IV. PERFORMANCE EVALUATION

In this section, we evaluate the minimum and maximum
delays observed at the HGWs through extensive computer-
based simulations with comparisons between the theoretical
and analytical values.

We assume that the 19 OLTs are located around the edge
router as shown in Fig. 1. Each OLT is connected by 8 HGWs
so that the total number of HGWs, M , is 152. We set the RER

to 1Gbps. We vary the ∆t from 0.1ms to 1.0ms by intervals of
0.1ms. In the conducted simulations, we generate the uplink
traffic to each HGW from its STAs according to Eq. 9 by
randomly varying the value of σi between 0.001 and ∆t/6,
and the value of µi between 3σi and (∆t − 3σi).

Fig. 5 shows the relationship between the length of the DBA
interval, and the maximum and minimum values of the delay
observed at the HGW. The theoretical maximum value can be
derived from Eq. 4 with ta = 0, which corresponds to the
case where all traffic volumes equal to (RER · ∆t) arrive at
ta = 0. On the other hand, the theoretical minimum value can
be derived from Eq. 4 with ta = ∆t, which corresponds to
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the case where all traffic volumes equal to (RER · ∆t) arrive
at ta = ∆t. It is confirmed that the simulated value is plotted
between the theoretical maximum and minimum values, which
validates the analytical model. From the results, we can make
Di(ta) from 1 to 3 times of the length of the DBA interval
by the proposed method. We can make the minimum value
within only 1ms and the maximum value is also only within
3ms, which is lower than 5ms (i.e., the stated needs of the
5G). Therefore, we can confirm that our proposed method can
enable the access FiWi networks to avoid the data losses while
satisfying the allowable delay.

V. CONCLUSION

In this paper, we focused on the FiWi access networks in
which the edge router adopts a centralized control against
each HGW to avoid congestions. Due to the needs of low
delay to the FiWi access networks by, for example, 5G, we
proposed the MPCP with bandwidth sharing by rate division
to meet the allowable delay. Then, we analyzed the delay at
the HGW to evaluate the performance of the proposed method.
By the analytical and simulated results, we confirmed that the
proposed method is able to avoid congestions with allowable
delay.
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