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Load Balancing and QoS Provisioning Based on
Congestion Prediction for

GEO/LEO Hybrid Satellite Networks
Hiroki Nishiyama, Daigo Kudoh, Nei Kato, and Naoto Kadowaki

Abstract—While GEostationary Orbit (GEO) satellite systems
provide us with a wide coverage area, their long delay serves as
a significant constraint for real-time applications. On the other
hand, Low Earth Orbit (LEO) satellite systems are best suited to
delay sensitive applications. However, the coverage and mobility
issues of LEO satellites lead to relatively high management costs.
In this paper, we devise a new load balancing and Quality
of Service (QoS) provisioning scheme to accommodate both
real-time and non-real-time traffic based on a new congestion
prediction scheme. The effect of this new scheme is expected to
improve the efficiency of the GEO/LEO hybrid satellite networks
and the QoS satisfaction of end users.

Index Terms—Congestion prediction, Load balancing, Quality
of Service, and Satellite communication.

PAPER DESCRIPTIONS

To fully utilize the advantages of hybrid satellite networks
integrating different satellite constellations, a QoS-oriented
load balancing technology based on congestion prediction is
essential.

I. INTRODUCTION

Satellite networks providing a global coverage area are
an effective solution to provide ubiquitous network access
services all over the world. In the past decade, due to the rapid
globalization and growing bandwidth of the Internet based
on the phenomenal development of the terrestrial wired and
wireless network technologies, the role of satellite networks
as a system serving network accesses gradually declined.
However, it is certainly true that they are still unique network
systems in rural, sea, and disaster-stricken areas where no
network infrastructure can be easily deployed. In addition,
satellite networks have received renewed interest in the recent
past. One reason the significance of satellite networks has reap-
peared is the emergence of high-speed satellite communication
networks serving Gigabit links [1]. Also, the promising vision
of further broadband satellite networks has been presented [2],
[3]. The utilization of Ka-band allows us to achieve several
dozen gigabit communications as in optical networks. The
increased interest in the observation of the earth by using
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satellites, the decreased cost of launching satellites, and the
development of smaller sized satellites can be also considered
as reasons for our interest to study the satellite networks.
Indeed, it can be expected that the recent innovations will
promote the development of the current satellite networks and
lead to the emergence of next generation satellite networks.

As a probable form of the next generation satellite networks,
integrating different satellite constellations have been consid-
ered with much attention [4], [5]. However, most of the exist-
ing satellite network systems have been operating independent
of one another. In other words, there is no connection between
different satellite constellations. This provides an opportunity
to improve the satellites system performance and create the
potential for their new usages. In fact, multi-layered satellite
networks consisting of multiple satellite constellations having
different orbital altitudes have been studied as a space core
network, which delivers traffic to any point on the earth [6]–
[8]. Fig. 1 shows an example of two-layered satellite networks,
i.e., the lower and upper layers represent the constellations
of Low Earth Orbit (LEO) and Geostationary Orbit (GEO)
satellites, respectively.

In each satellite constellation integrated into the multi-
layered satellite network, the number of satellites required
to cover almost all of the earth surface is totally different
according to their orbital altitudes. For example, in Iridium [9]
network system, which consists of LEO satellites orbiting
780km above earth, 66 satellites are needed to cover all of
the surface including the poles. On the other hand, just three
satellites are enough to provide global coverage except the
poles when using GEO satellites orbiting 36000km above the
equator. In each constellation, satellites connected by Inter-
Satellite Links (ISLs) composes a ring or mesh network, but
there is no connection between the constellations. In contrast,
the advanced aspect of the multi-layered satellite networks
is the existence of Inter-Layer Links (ILLs) connecting the
different layers with each other.

In this paper, we focus on the GEO/LEO hybrid satellite
network, which is a typical example of two-layered satellite
networks, and deal with the load balancing issue with the pro-
vision of Quality of Service (QoS) by using the advantage of
the interconnection between layers. Furthermore, we demon-
strate the effectiveness of our traffic distribution scheme based
on the prediction of network congestion through computer
simulations. The paper is organized as follows. In Section
II, we review the advanced technologies to cope with load
balancing and/or QoS provisioning over multi-layered satellite



2

GEO layer Inter-Satellite Link
          (ISL)

LEO layer

ISL

Inter-Layer Link (ILL)

Mobile terminal

Ground-
  Satellite
    Link
      (GSL)

GEostationary Orbit
          (GEO)Low Earth Orbit (LEO)

Fig. 1: Considered GEO/LEO hybrid satellite network.

networks. Our scheme aiming at achieving both load balancing
and QoS provisioning by using the congestion prediction is
described in Section III, and its performance is verified in
Section IV. Conclusion is provided in Section V.

II. LOAD BALANCING AND QOS PROVISIONING IN

MULTI-LAYERED SATELLITE NETWORKS

Satellite networks can be classified into three categories,
namely GEO, Medium Earth Orbit (MEO), and LEO satel-
lites, according to their orbital altitudes. GEO satellites have
36000km orbits, MEO satellites have the orbits from 10000km
to 20000km, and LEO satellites have the orbits between
500km and 1500km. Higher altitudes contribute to wide cov-
erage areas, and lower altitudes lead to small communication
delays. The most significant advantage of the multi-layered
satellite networks is that they have the strengths of combined
networks, i.e., the relatively wider coverage area served by
upper layers and the comparatively shorter propagation delay
provided by the lower layers. From the point of fair and
efficient utilization of network resources, wide coverage areas
of satellites having higher altitudes are preferred for averaging
the load of each satellite. In general, due to the imbalanced
population depending on landform, climate, and so on, traffic
convergence to certain satellites usually occurs in mesh satel-
lite constellations having lower orbits. For example, satellites
above metropolitan areas receive a huge amount of traffic
from terrestrial bases while the traffic volume coming from
the earth is almost zero on the ocean. On the other hand, short
propagation delay due to low altitudes of satellites is attractive
for real-time interactive applications such as Voice over IP
(VoIP). In fact, there is an enormous difference in round-trip
propagation delay between LEO or GEO satellites. Therefore,
in multi-layered satellite networks, intelligent routing control
technology to effectively balance traffic load according to the
QoS requirements is necessary. In the followings, we review

the routing schemes developed for multi-layered satellite net-
works.

As a routing protocol for three-layered satellite networks
constructed by integrating GEO, MEO, and LEO satellite
constellations, Multi-Layered Satellite Routing (MLSR) [10]
has been proposed. In MLSR, GEO satellites gather the
information on link delays in each satellite located within their
coverage area; the information of LEO satellites is transmitted
to the GEO satellite via MEO satellites. GEO satellites calcu-
late and update the routing tables of each satellite, which are
notified to MEO and LEO satellites from GEO satellites. By
adopting the centralized control mechanism, not only delay-
minimized routing but also the reduction of signaling and
computation costs can be achieved. On the other hand, MLSR
is modified for multicast routing in [11] where the bandwidth
utilization of each link is taken into account to calculate the
multicast tree instead of the link delay.

The two-layered satellite networks consisting of MEO and
LEO satellite constellations have been studied for a long
time [12], [13] and several different approaches in route
control have been developed [14]–[16]. In the Satellite Group-
ing and Routing Protocol (SGRP) [14], the MEO and LEO
satellite constellations are exactly separated in their roles,
i.e., traffic is delivered only by using LEO satellites, and the
MEO satellites are just used for network management tasks
such as route controlling. LEO satellites positioned within
the coverage area of the same MEO satellite are grouped,
and they periodically inform the MEO of the information on
the delay of their links, which are exchanged among MEO
satellites and used for updating the routing tables of LEO
satellites. LEO satellites perform route control according to
their routing tables calculated by and notified from the MEO.
At the same time, to avoid occurrence of network congestion
in the LEO satellite network, traffic are delivered without
utilizing congested links which are detected by monitoring
queue occupancy, i.e., queue length exceeding a certain pre-
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defined threshold implies the congested link. However, the
effect of diverting traffic only in LEO satellite constellation
is rather limited.

The efficient utilization of MEO satellite constellation is
necessary to effectively distribute traffic to avoid network
congestion occurrence. As an example of such solutions, Hier-
archical and Distributed QoS Routing Protocol (HDRP) [17]
has been proposed. Although HDRP is similar to SGRP in
terms of being based on the grouping of LEO satellites, it has
two distinct advantages. The first one is the traffic delivery via
MEO layer. When the source and destination LEO satellites
belong to different groups, the traffic is transferred through
the MEO layer, which results in reducing the traffic volume
in LEO layer. While HDRP can reduce the risk of occurrence
of network congestion compared with SGRP, it is possible that
the delay unnecessarily becomes too long even if there is an
ISL between the source and destination LEO satellites when
they belong to different groups. The second advanced feature
of HDRP is the QoS provisioning, i.e., bandwidth guarantee. In
the HDRP, upon receiving a new communication establishment
request, the optimal route is determined to guarantee the
requested bandwidth and minimize transmission delay.

To guarantee the QoS for delay-sensitive applications such
as VoIP, Adaptive Routing Protocol for QoS (ARPQ) [18]
has been developed. ARPQ employs the routing mechanism
similar to that used in SGRP and HDRP. In LEO satellites,
when the occupied queue length exceeds a threshold, traffic
except the delay sensitive ones are diverted, at a constant
ratio, to the neighboring least congested LEO satellite to
prevent further increase of end-to-end delay due to the growing
queuing delay. On the other hand, delay sensitive traffic is
detoured to MEO layer to prevent it from suffering from large
queuing delays. Actually, the satisfaction of QoS requirement
for specific applications can be improved by using ARPQ.
However, the traffic diverted in the LEO layer may cause an
additional network congestion at the neighboring LEO satellite
because the volume and the direction of traffic being diverted
is not appropriately dynamically adjusted according to network
congestion situations.

Although there are some route control schemes developed
for multi-layered satellite networks as overviewed above,
almost all of them have not been designed to fundamentally
solve the load balancing problem derived from imbalanced
population distribution as described at the beginning of this
section. Indeed, the integration of satellite constellations hav-
ing different orbital altitudes has enough potential to solve
this issue. The use of not only a single layer but also multiple
layers for traffic distribution by following the appropriate rout-
ing algorithms seems to dramatically and efficiently mitigate
the network congestion. Therefore, the most straightforward
way to innovate a routing technology suitable for multi-layered
satellite networks is to develop an enhancement of the routing
algorithms designed for a single satellite constellation [19]–
[24]. In this regard, the totally different link delays among
different layers also need to be taken into account, i.e.,
QoS-aware control mechanisms developed for multi-layered
satellite networks are necessary [25].

A novel approach to cope with load imbalance issue derived

from imbalanced geographical distribution of population in
LEO or MEO satellite constellations is to predict the occur-
rence of network congestion based on the positional relation
between the satellite orbits and the congested areas as we have
presented in [19]. The congested areas imply regions such
as metropolitan areas including a lot of traffic sources and
destinations. When satellites roam over congested areas, they
experience a high probability of network congestion. On the
other hand, since the orbits of satellites are fixed, and multiple
satellites go around the same orbit, satellites are able to predict
the occurrence of network congestion before they actually
experience it by exchanging network congestion information
among the neighboring satellites. In the next section, we
propose an enhancement of the congestion prediction-based
load balancing method for multi-layered satellite networks.

III. CONGESTION PREDICTION-BASED QOS-AWARE

ROUTING

While some different combinations of satellite constellations
can be considered as candidates of the next generation multi-
layered satellite network models, we assume the integration
of GEO and LEO satellites as depicted in Fig. 1 because
their combination has both noticeable aspects, namely, the
wide coverage of GEO satellites and the short delay of LEO
satellites. The considered GEO/LEO hybrid satellite network
has a ring constellation of GEO satellites as the upper layer
and a mesh constellation of LEO satellites as the lower layer.
While the numbers of GEO satellites and LEO satellites are
not regulated to generalize the model, we assume that each
LEO satellite maintains an ILL to the above GEO satellite and
four ISLs to the backward, forward, right, and left neighboring
LEO satellites. As sources and destinations of traffic, mobile
users are assumed. Due to the practical limitations in battery,
antenna, and devices of the mobile terminals, we assume that
each user terminal can simultaneously establish a connection
to a LEO satellite by a Ground-Satellite Link (GSL); simulta-
neous multiple connections and the direct connections to GEO
satellites are not assumed.

In the GEO/LEO hybrid satellite network, the load imbal-
ance issue due to the imbalanced distribution of population
occurs in the LEO layer. To overcome this issue, we attempt
to apply the congestion prediction-based traffic distribution
mechanism [19] for a single constellation of LEO satellites to
the GEO/LEO hybrid satellite network, and modify its traffic
detouring policy to control QoS. In the proposed scheme,
only LEO satellites equip the load balancing function based
on congestion prediction. Each LEO satellite is allowed to
divert traffic not only to its neighboring LEO satellites, but
depending on the traffic type, it may also decide to send data
up to its overhead GEO satellite. However, except for this
load balancing traffic detouring function, the other algorithms
in the proposed scheme, such as traffic measurement and path
diversification, are similar to those mentioned in [19].

A. Congestion Prediction

The most general way to detect network congestion is to
monitor the changes in the incoming traffic rate, and regard
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the measurements of higher rates exceeding a pre-defined or
dynamically adjusted threshold as an occurrence of network
congestion. However, the commencement of load distribution
upon detecting network congestion is too late in some sit-
uations, which can cause significant network congestion. In
other words, employing a congestion prediction mechanism for
load balancing is necessary to effectively avoid the occurrence
of actual network congestion. This serves as the motivation
behind our work. Since it is possible in mesh constellations of
LEO satellites to know which LEO satellite is going toward the
congested area, in the proposed scheme, the satellite above the
congested area preliminarily informs the neighboring satellite
following itself with the coordinates of the congested area.
The congested area can be defined as a circle with its center
at the informed coordinate. The radius of the circular field
needs to be determined according to the configuration of the
satellite constellation and the LEO satellites coverage area.
By exchanging such information, the satellite approaching the
congested area can predict network congestion and immedi-
ately begin traffic detouring upon entering the area without
awaiting detection of actual network congestion events. The
detailed procedures of congestion prediction are overviewed
below.

In the proposed scheme, two different states, i.e., normal
and warning states, are defined to present the status of each
LEO satellite. Normal and warning states imply that the
corresponding LEO satellite has low and high probability
of the occurrence of congestion, respectively. In the normal
state where no congestion event is detected, a LEO satellite
attempts to detect a congestion precursor by just monitoring
the incoming traffic rate, and does not exhibit any load
balancing behavior. On the other hand, in the warning state
where there is a threat of the cause of congestion, not only
the monitoring of the traffic but also traffic distribution and the
information exchange for congestion prediction are performed
according to whether it exists in congested or non-congested
areas. The status transition from the normal to warning states
occurs when observing a higher incoming traffic rate than the
threshold, denoted by λ, or entering into the congested area.
On the other hand, each LEO satellite returns its status from
the warning to normal states when the incoming traffic rate
becomes less than the pre-defined threshold, ν.

When a LEO satellite in the non-congested area moves
to the warning state by detecting a growing incoming traffic
rate, it begins detouring traffic, and declares the area as a
congested area and notifies the neighboring LEO satellites. In
contrast, after a LEO satellite transitions to the warning state
by entering the congested area, it begins the traffic detouring
when the incoming traffic rate exceeds the threshold μ, which
is less than λ. Since the probability of network congestion
is relatively higher than that in the non-congested area, we
use the small threshold to invoke traffic detouring compared
with the case of the non-congested area. If the LEO satellite
decides to detour traffic due to a high incoming traffic rate, it
informs its neighbors that the area is congested. In contrast,
if the traffic detouring was never carried out while the LEO
satellite flies over the congested area, the area is regarded as
being non-congested, and the handover of the information on

TABLE I: Traffic detouring ratios of each traffic class.
Traffic class

A B C

rd < Ic
relay 0 0 rd/Ic

relay

Ic
relay

≤ rd < Ic
relay

+ Ib
relay

0 (rd − Ic
relay

)/Ib
relay

1

Ic
relay + Ib

relay ≤ rd 0 1 1

the congested area will be terminated.

B. QoS aware load distribution

In the GEO/LEO hybrid satellite network where there is a
non-negligible delay difference between ISL and ILL, we need
to consider the influence of large ISLs in traffic diversion,
i.e., dramatic increase of end-to-end delivery delays. The
motivation behind this lies on the fact that it is not preferred to
divert traffic originating from delay-sensitive applications such
as VoIP to GEO satellites. Actually, in the proposed scheme,
traffic is categorized into three classes, namely A, B, and C,
and the direction of detouring is determined according to the
traffic classes. Class A has the highest priority and the delay-
sensitive interactive applications such as VoIP are involved.
The traffic class A is never detoured in any situation because
the increased detouring delay significantly degrades the QoS.
On the other hand, class B’s traffic consisting of relatively
delay-robust applications such as real-time video streaming
applications are delivered only through LEO satellites, i.e.,
traffic detouring is performed within the LEO layer. Class C
represents best-effort traffic, which is allowed to be diverted
to GEO satellites because of its robustness to long delays and
delay changes. The identification of traffic classes can be easily
implemented by adopting a labeling mechanism, e.g., Diffserv.

When a LEO satellite performs traffic detouring in the
warning state, the traffic detouring ratio, η, is calculated from
the following equation:

η =
Irelay + Iself − μ · CISL

Irelay
, (1)

where Irelay and Iself indicate the rates of traffic coming
from neighboring LEO satellites and mobile terminals within
the coverage area, respectively, that are passing through the
congested link having the capacity equal to C ISL. Here, the
traffic rate which needs to be detoured, rd, can be expressed as
the product of η and Irelay. When rd is smaller than the traffic
rate of class C, Ic

relay, a part of class C’s traffic is detoured
to the above GEO satellite in order to mitigate congestion in
the LEO layer. On the other hand, if rd takes a traffic volume
between Ic

relay and the summation of I c
relay and the traffic rate

of class B, Ib
relay, not only the class C’s traffic but also a part

of the traffic belonging to class B are detoured; class B’s traffic
is diverted to neighboring LEO satellites to mitigate the delay
growing due to the detouring. When rd exceeds the summation
of Ic

relay and Ib
relay, all of the traffic classified into class C or

B are detoured while class A’s traffic is never detoured. Fig. 2
shows an example where the detouring of all of the classes B’s
and C’s traffic is required. To actually perform traffic detouring
at the neighboring LEO satellites of the congested LEO
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Fig. 2: A traffic detouring scenario.

TABLE II: Configuration of links.

ISL in GEO layer
Bandwidth 25Mbps

Queue size 200kB

ISL in LEO layer
Bandwidth 2.5Mbps

Queue size 20kB

ILL
Bandwidth 25Mbps

Queue size 200kB

GSL
Bandwidth 5Mbps

Queue size 20kB

satellite, the appropriate detouring ratios for each traffic class
need to be notified to them. The detouring ratios for each traffic
class for different conditions can be given as summarized in
Table I. By properly detouring traffic according to its priority,
the mitigation of network congestion and the QoS provision
can be achieved. While we assume that the traffic rate of class
A is always less than the bandwidth of ISL, ILL, and GSL
anywhere, additional resource reservation and/or admission
control mechanisms are required if the volume of requested
class A’s traffic exceeds any link capacity.

IV. PERFORMANCE VALIDATION

To validate the performance of the proposed scheme, we
conducted extensive computer simulations by using Network
Simulator version 2 (NS2) [26]. Here, we discuss the effec-
tiveness of the proposed congestion prediction-based QoS-
aware load balancing technique and review the results of our
simulation experiments.

A. Network configuration and communication scenarios

We use a GEO/LEO hybrid satellite network with connec-
tivity as depicted in Fig. 1. Three equally-positioned GEO
satellites construct a ring constellation as the upper layer,
while the Iridium constellation consisting of sixty-six LEO
satellites is assumed as the lower layer. The bandwidth and
buffer size of each link are set up according to Table II. The
link bandwidth between GEO satellites and the bandwidth of

TABLE III: Distribution of traffic flows.
Destination

Source NA SA Europe Africa Asia Oceania

NA 60% 10% 15% 2% 10% 3%

SA 35% 40% 12% 2% 8% 3%

Europe 40% 5% 40% 2% 10% 3%

Africa 40% 2% 30% 20% 5% 3%

Asia 30% 2% 10% 2% 50% 6%

Oceania 40% 2% 10% 2% 12% 34%

NA: North America, SA: South America

ILL are sufficiently larger than those between LEO satellites
because we assume that the GEO satellites have more capacity
than the LEO satellites. The elevation mask of user terminals
is set to 8.2 degrees by following the Iridium constellation’s
setup, and we accordingly set the elevation mask of LEO
satellites for GEO satellites to the same value. User terminals
and LEO satellites switch their connected LEO or GEO
satellites when the currently used LEO or GEO satellites fall
below their elevation masks, respectively.

Each user terminal generates ON/OFF traffic where the
ON/OFF period follows Pareto distribution with the average
ON/OFF durations equal to 200ms respectively. Simulation
time is 6026.9 seconds which is equal to the rotation interval
of the LEO satellites, and all the user terminals continue
their communication during the simulation. One hundred user
terminals are equally distributed to the top one hundred cities
in the population. Half of the 200 traffic flows are established
according to Table III which is determined by referring to [27],
[28], and the other half of the traffic flows are randomly
established. The traffic considered are User Datagram Protocol
(UDP) streams and the packet size is equal to 1kB. The
distribution of traffic classes A, B, and C, are 3%, 20%, and
77% according to [29], respectively.

The parameters in the proposed scheme are set to as shown
in Table IV. Since the proposed scheme is built on the Dijkstra
Shortest Path (DSP) routing, where the summation of the
propagation and queuing delays is utilized as a link cost, DSP
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Fig. 3: Packet drops experienced in DSR, ARPQ, and the proposed scheme in case of different traffic classes, and in the whole
network.
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Fig. 4: Throughput experienced in DSR, ARPQ, and the proposed scheme in case of different traffic classes, and in the whole
network.

TABLE IV: Parameters in the proposed scheme.
Threshold for starting detouring outside congestion area, λ 0.9

Threshold for starting detouring in a congestion area, μ 0.8

Threshold for finishing detouring, ν 0.5

Radius of congestion area 3000km

Measurement interval of traffic rate 20ms

Detouring ratio update interval 2s

is used in comparison. Also, ARPQ is used for comparison
as a routing technique taking into account QoS provisioning.
To fairly compare the three routing schemes including the
proposed one, the interval of broadcasting of the information
on queuing delay in each satellite is equally set to 3s, and the
traffic rate measuring interval in ARPQ is the same as in the
proposed scheme.

B. Performance and discussion

In performance evaluation, packet drops, throughput, and
end-to-end delays are used as performance metrics. While the
effectiveness of load balancing can be evaluated by reviewing
packet drops and throughput, end-to-end delays demonstrate
the QoS provisioning performance. The traffic bit rate of each
flow, which is averaged over ON and OFF periods, is varied
from 100kbps to 400kbps by 50kbps.

Fig. 3 presents the packet drop rates averaged in each
routing scheme and in each traffic class. The highest drop
rates in DSP imply that it is difficult to follow the dynamic
changes in traffic volume by periodically recalculating all the
shortest path information based on the queuing delay observed
at each link due to the excessively long operational delay.
In contrast, in the proposed scheme employing an intelligent
congestion prediction mechanism over DSP, the packet drop
rate is successfully decreased by half. Although ARPQ also
succeeds in totally mitigating packet drops, there remains a
significant difference between class A and other classes. This
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is because of the fact that ARPQ can mitigate the drops of
class A’s traffic, but it is unsure that the drop rates of classes
B and C are consequently decreased by traffic detouring. Since
ARPQ detours traffic of classes B and C at the constant ratio
toward the LEO satellite having the minimum queue length
regardless of the congested situations, the detouring ratio and
the direction of detouring are not always appropriate.

Fig. 4a shows the total throughput of all the flows in
each routing scheme and confirms the superior performance
of the proposed scheme. The proposed scheme is able to
achieve high throughput as a result of the reduction of packet
drops by dynamically controlling traffic detouring based on the
congestion prediction according to the traffic changes. On the
other hand, it is clear from Fig. 4b which depicts the average
throughput of each class that the throughput decrease in high
traffic loads in ARPQ comes from the throughput reductions
in classes B and C due to high drop rates because of the above
mentioned drawbacks of traffic detouring algorithms.

Fig. 5 indicates end-to-end delays averaged in each class.
Compared with DSP, the proposed scheme succeeds in de-
creasing the delay of class A by diverting the traffic of the
other classes. The reason why class C’s traffic has relatively
longer delays while the delays of class B are just slightly
increased by detouring is the difference of satellites used
for traffic detouring, i.e., the class C’s delay-robust traffic is
detoured to GEO satellites. On the other hand, the delay of
class A is increased as the traffic rate becomes larger in ARPQ
where class A’s traffic is detoured to GEO satellites when
network congestion occurs. It is evident that the application
of ARPQ, which is originally designed for MEO/LEO hybrid
satellite networks, may not be adapted in the GEO/LEO hybrid
satellite network because of the significant difference in link
delays between GEO and MEO.

While the proposed scheme is designed for GEO/LEO
hybrid satellite networks, the traffic detouring strategy can be
adopted for other multi-layered satellite networks. However,
in such usage, the congestion occurrence in ISLs at the upper
layer needs to be addressed. For example, while comparing
MEO/LEO and GEO/LEO combinations, the traffic passing
through ISLs of the MEO layer is greater than that of GEO
layer because each MEO satellite has a smaller coverage than
that of a GEO satellite. In addition, the overhead of frequent
handovers between upper and lower layers must be taken into
account. This is one of the reasons why we focus on the
GEO/LEO hybrid satellite networks.

V. CONCLUSION

Multi-layered satellite networks have attracted attention as a
next generation satellite network in recent years. In this paper,
we focused on the GEO/LEO hybrid satellite network, which
is a typical example of two-layered satellite networks; the
integration of GEO satellites having wide coverage areas at
the upper layer and LEO satellites having small propagation
delays at the lower layer. One of the notable advantages of
GEO/LEO hybrid satellite networks is their ability to mitigate
significant network congestion in each layer, especially in the
LEO layer, that is caused by traffic convergence, which is
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Fig. 5: End-to-end delays experienced in DSR, ARPQ, and the
proposed scheme for each traffic class.

derived from geographically varying traffic demands. In other
words, while the effect of traffic distribution in a single LEO
satellites constellation is limited, detouring traffic to GEO
satellites in GEO/LEO hybrid satellite networks can improve
the load balancing performance. However, the QoS provision-
ing technique is necessary since there is a significant difference
in propagation delays between GEO and LEO. Therefore,
we proposed the QoS-aware load balancing scheme, which
is developed through a congestion prediction-based traffic
detouring method. Through extensive computer simulations,
the superior performance of the proposed scheme is verified.
Multi-layered satellite networks show a strong potential to
solve the various problems remaining in the current existing
satellite systems. Innovating the technologies to efficiently and
fully utilize the advanced aspects of the multi-layered satellite
networks will, indeed, lead to further challenges and open
research issues.
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