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Abstract—The two-hop relay algorithm and its variants have Phase 1
been attractive for ad hoc mobile networks, because they are
simple yet efficient, and more importantly, they enable the
capacity and delay to be studied analytically. This paper considers
a general two-hop relay with f-cast (2HR-f), where each packet
is delivered to at most f distinct relay nodes and should be
received in order at its destination. We derive the closed-
form theoretical models rather than order sense ones for the
2HR-f algorithm with a careful consideration of the important
interference, medium contention, traffic contention and queuing
delay issues, which enable an accurate delay and capacity analysis Direct transmission
to be performed for an ad hoc mobile network employing
the 2HR-f. Based on our models, one can directly get the Fig. 1. lllustration of the two-hop relay.
corresponding order sense results. Extensive simulation studies
are also conducted to demonstrate the efficiency of these new
models.
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“order sense” corresponds to “asymptotic” in this papelicivh
Index Terms—Ad hoc mobile networks, two-hop relay, packet ysually appears together with notation®, 2, ©,0,w) to

redundancy, capacity, delay. describe the growth rate of network throughput or delay when
the network size: tends towards a particular value or infinity.
. INTRODUCTION In the case of no packet redundancy (i.e., no redundant €opie

An ad h bil work i if-confiauri w kfor each packet), the order sense scaling laws of two-h@ay rel
N ad noc moblie NEWOrK 1S & Sel-contiguring networky, e peen explored under various mobility models, like the
where mobile users can communicate with each other Vigy "oy model [4], [5], the Brownian mobility modé6],
wireless links without the aid of any existing infrastrugtu [7], the random walk model [8], the random waypoint model
and centralized administration [1]—-[3]. In such an autonam 9 ' the restricted mobility mode'l [10], [11], and the cdeted
network, each user acts not only as a host but also as a re[ﬂ / ility model [12], etc. Notice that b,y allc;wing proper fxa¢
stor?ng and forwar_ding packets for other nodes in the ndtworr dundancy in the,two-hop relay (i.e, each packet can have
Since the seminal work O.f Grossglguser gnd Tse (200 re than one copies in its delivery process), we may achieve
[4], the two-hop relay allgorlthm.and Its \_/arlants have b%ﬁore flexible trade-off between delay and capacity. Acyall
come a class of attractive routing algorithms for ad hq&f idea of using packet redundancy has been adopted in
e

mobilg networks, because they are simp.Ie yet efficient, a rmittently connected mobile networks (ICMNS) to reduc
more |mportan_tly, they ef‘ab'e the (_:apa_t:lty and delay to té’ﬁerage packet delivery delay there [13]-[17], where nodes
studied analytically. As illustrated in Fig. 1, the two-ho

Ryre sparsely distributed, and the interference and medium
Yntention are of no concern. The order sense results of dela

where a packet is first transmitted from its source node to gp capacity of two-hop relay with packet redundancy have
intermediate node (relay node) in phase 1, and then in phasglg been explored recently, see, for example, [18]-[21].
the packet is transmitted from the relay node to its destinat Although the order sens:e re,s;ults are hel’pful for us to

noo_le. Smc_e the source node can d|rectly_tra_nsm|t a pach?]tderstand the general scaling laws of delay and capacity
to its destination node once such transmission opportun, two-hop relay ad hoc mobile networks, but they tell us

f"‘”ses' every p_acket goes through at most two hops to "®3fittle about the actual end-to-end delay and capacity ol su
|ts;estmat|or: n gtwo—dhop relay netvxllf)rk.f del q networks. In practice, however, the actual delay and cépaci
h y EOW’ ex enstlvg ?r ethetnse Ir]esu SI orade ai/j T Cap%sié%ults are of great interest for network designers. Alsmes
a;/e Een repoSre " orVIef Wo-lotpdre ay km aTh O(f{ mo (;Ecent work [22], [23] indicate that even for sparse ad hoc
networks (see Section or related works). The term obile networks (like the ICMNSs), ignoring the interferenc
J. Liu, H. Nishiyama and N. Kato are with the Graduate School dtnd mgdium contention in dela}y anc_’ capacity analysis may
Information Sciences, Tohoku University, Aobayama 6-3-08nd&i, 980- lead to inaccurate and even misleading results. In thisrpape

8579, JAPAN. E-mail{liu-jia kato} @it.ecei.tohoku.ac.jp. _ we focus on the analysis of a general two-hop relay with
X. Jiang is with the School of Systems Information Science,ufeut

University Hakodate, Kamedanakano 116-2, Hakodate, Hdkka141-8655, f-cast (ZHRf)' where each packet can be de!ivere_d to at
JAPAN. E-mail: jiang@fun.ac.jp. most f distinct relay nodes and should be received in order



at its destination. The main contributions of this paper are
summarized as follows:

« We develop closed-form rather than order sense mod-
els for 2HR+ relay with a careful consideration of
the important interference, medium contention, traffic
contention and queuing delay issues, which enable an 1
accurate delay and capacity analysis to be performed for ) T iy SR
the 2HR-f-based ad hoc mobile networks. A . s P

o With the new closed-form models, one can explore w N j\’(?ff&)
the trade-off between packet redundangyand de- \_/,,/p NN
lay/capacity, and can also easily derive the corresponding S \ o
order sense results for delay and capacity.

o Extensive simulation studies are also conducted to
demonstrate the efficiency of these new theoretical mod-
els in capturing the behaviors of network throughput armg. 2. lllustration of the 2HR relay for a tagged flow, where the source
delay performance under the 2HRrelay. node S is transmitting packef” to the destination nod®. The movement

. . . f all the remaining nodes in the unit square is not shown fiop&city.

The rest of the paper is organized as follows. In Section ﬁ,

we provide the network model, interference model and mobil-

ity model considered in our analysis. Section Ill introdIC& e rference among simultaneous transmissions. Suppase t
the 2HR{ algorithm and the corresponding transmissiof; some time slot a nodei is trying to transmit to another
scheduling scheme. We develop the closed-form models nt8dej, and their Euclidean distance i; (t). According to

analyze the per node throughput capacity and the expecigd interference model, this transmission can be sucdefsfu
end-to-end delay in Section IV, and present numerical tesul, 4 only if the following two conditions hold:

to validate these theoretical models in Section V. We intoed .
the related works in Section VI, and finally conclude the pap 1) dij(t) <7 .
' 2) di;(t) > (14 A)r for every other nodé that simultane-

In Section VII. ously transmits with the nodg where A is a specified
Il. SYSTEM MODELS guard-factor for interference prevention.

A. Network Model

The network we consider in this paper consistsahobile C. Traffic Model

nodes inside a square region of unit area, which is evenlySimilar to [4], [11], [18], [27]-[29], we consider in this
divided intorn x m cells. We focus on a slotted system and paper the permutation traffic pattern, in which there are in
fast mobility scenario [11], where only one-hop transnaissi total » distinct flows (source-destination pairs), and each node
are possible within each time slot, and the total numbertsf bis the source of its locally generated traffic flow and at the
transmitted per slot is fixed and normalized to 1 packet hegame time the destination of a flow originated from some other
The nodes independently roam from cell to cell and followgde.
the bi-dimensional i.i.d. mobility model (or so-called he$- e further assume that the traffic originated from each node
fling model) [18]. At the beginning of each time slot, eacls a Poisson stream with rate(packets/slot), a packet arrives
node independently and uniformly selects a destinatioh cgt the beginning of time slots, and the arrival process a eac
among allm? cells and stays in it for the whole time slot.node is independent of its mobility process.
Since the destination cell of a node is randomly chosen amonRemark 1: The permutation traffic pattern can be regarded
all m* cells, each cell has the probability* to become the as the worst-case uni-cast scenario, under which each rasde h
destination cell of the node. a local outgoing traffic to deliver and also an incoming traffi
Notice that due to the node mobility in mobile ad hoc nety receive. According to the 2HR-algorithm, therefore, a
works (MANETSs), the meeting duration and thus the availablgyde will choose to forward traffic for other flows only when
data transmission time between any node pair are actualy Véhe node does not meet the destination of its own outgoing
limited, and no contemporaneous end-to-end path may eyg{y. In light of the fact that in the real-world MANETS some
exist at any given time instant [13], [24], [25]. The numbepodes may have no traffic to deliver or receive, i.e., may
of available transmission hops during a time slot depenggrve as pure relays, the throughput capacity derived thder

on the slot length and the relative mobility pattern. Hergermutation traffic pattern may serve as an achievable lower
we consider such a scenario where the time slot lengthygynd.

defined as the available data transmission time during each
node meeting, and a whole time slot will be allocated only m
for data transmissions in one hop range. '

S >R : Source to Relay
R ->D : Relay to Destination

2HR-f RELAY AND TRANSMISSION SCHEDULING
A. 2HR-+f Algorithm

B. Interference Model Without loss of generality, we focus on a tagged flow and
We assume an uniform communication ramder all nodes, denote its source node and destination nodeSaand D,
and adopt the model introduced in [26] to account for thespectively. We consider a generalization of the two- edgyr



Procedure 1 Source-to-destination transmission:

algorithm [18] with f-cast (2HR-f), 0 < f < |/n]. As
illustrated in Fig. 2 that with the 2HR-algorithm, the source 1.
node.S will deliver at mostf copies of a packeP to distinct
relay nodes, while the destinatiol may finally receive the 2
packet from one relay node*. Thus, each packet in a 2HR-
network will have at mosjf + 1 copies (including the one in
its source node).

Since each node can be a potential relay for othe? flows
(except the two flows originated from and destined for iJself
we assume that each node maintainsdividual queues at its
buffer: one local-queue for storing the packets that arallpc
generated at the node and waiting for their copies (ug to
copies for each packet) to be distributed, one already-sent
queue for storing packets whogereplicas have already been °-
distributed but reception status are not confirmed yet (froA?:
destination node), and — 2 parallel relay-queues for storing
packets of other flows (one queue per flow). Notice that a!:

w

© No gk

S initiates a handshake to obtain tfi&V (D) from node
D;
if SN(P,) > RN(D) then { P, is the head-of-line packet
at the local-queue of'}
S retrieves from its already-sent-queue the padRet
with SN(P) = RN(D);
S sends theP to nodeD;
else if SN(P),) == RN (D) then
S sendsP;, directly to nodeD;
else{RN (D) =SN(P,) + 1}
S sends to node) the packet waiting right behind
Py, in the local-queue;
end if
S deletes all packets withhN < RN (D) inside the
already-sent-queue and local-queue;
S moves ahead remaining packets waiting at its local-

thesen queues are FIFO queues, and each queue is assumeddUeue,

to have enough buffer space and thus no packet overflow will

happen.

Procedure 2 Source-to-relay transmission:

Notice that one common complication of designing relayq
algorithms with packet redundancy is that remnant copies of
a packet that has already been accepted at its destinatipn mg

S initiates a handshake with nodg
if V has one copy of?, then
S remains idle;

create excess congestion and must somehow be removed [18].else

To overcome this complication, we adopt a mechanism baseg
packet sequence number for the 2HRalgorithm. For the ¢
tagged flow, the source nodelabels each packd®t waiting at 7,
the local-queue with aend numbef N (P), such that a packet g
can be efficiently retrieved from the queue buffers of itsreeu

node or relay node(s) using its send number. Similarly, the
destination nodeé) also maintains aequest numbeRN (D) 10.
which indicates the send number of the packet it is currently

S sends a copy of packe?, to V;

if f copies have been distributed for paclgtthen
S puts P, to the end of its already-sent-queue;
S moves ahead the remaining packets in its
local-queue;

end if

V puts P, at the end of its relay-queue dedicated to

node D;

requesting, such that each packet is received in order at e end if

nodeD.

Based on the above definitions, the 2HRalgorithm can Procedure 3 Relay-to-destination transmission:

be formally summarized as the following Algorithm 1.

1. S initiates a handshake to obtain tf&V (V") from node
: _ V;
Algorithm 1 2HR-f Algorithm: 2. if S has a packef” in the relay-queue dedicated 16
1. if the nodeS gets a transmission opportunitiyen with SN (P) = RN(V) then
2. if the nodeD is among the one-hop neighbors of 3. S sends packeP to nodeV;
node S then 4. else
3. S executes Procedure 1 with; {source-to- 5 S remains idle:
destination transmission 6. end if
4. else 7. S deletes all packets with N < RN (V) from its relay-
5. S randomly selects one node (s&j) from its queue dedicated t¥;
one-hop neighbors;
6. S flips an unbiased coin;
7 if it is the headhen i Notice that in Procedures 1 and 2, every time the n6de
8. S executes Procedure 2 wifii; {source- .
. (resp. nodeD) moves ahead its local-queue by one packet
to-relay transmissign ; S :
9 else (resp. receives a packet), it increasessigsid numbelresp.
10. S executes Procedure 3 with; {relay-to- request numbgrby one.

Remark 2:Notice that the setting off = 0 corresponds

destination transmissign to the case that only source-to-destination transmissson i

11. end if T

) allowed, so every packet takes exact one transmission oppor
12. end if . ; o :
13 end if tunity to reach its destination there. Thus, in the casg¢ ef(

only the Procedure 1 will be executed.
Remark 3:Notice that in the 2HRF Algorithm, the desti-




“transmission-group”, we know that except the transnittin
node of V, another transmitting node (say nodé) in the

P same transmission-group is at leést— 2)/m away fromV.
- - The condition that’” will not interfere with the reception at
)( _HBD V is that,
5(6/7|8

e (a=2)/m>(1+A)r
\ J13[14]15]16 , By substitutingr = v/8/m, we obtain that

Y a>(1+A)WV8+2

-
ik \/ As « is an integer andv < m, we set

P

a :min{((l—i—A)\/g} +2,m} 1)

where [z] returns the smallest integer not smaller than

Notice that there are onlyy? transmission-groups, and
each cell belongs to an individual transmission-group. If
Fig. 3. An example of a transmission-group of cells with= 4. The cells are  fransmission-groups  alternatively become active (i.eet g
divided into 16 different transmission-groups and all thadgdl cells belong transmission opportunity), then each transmission-gnwilp
to the same transmission-group. The distribution of all theaieing nodes pha getive in everya2 time slots. Therefore. each cell will
in the unit square is not shown for simplicity. . 9 v ) ’

also be active in every® time slots. If there are more than

one node inside an active cell, a transmitting node is sedect

nation nodeD receives the packets destined for it accordingindomly from them. The selected node then follows the 2HR-

to their request numbers, so all the packets will be receivéd?!gorithm for packet transmission. _
in order by their destinations. Remark 5:Since at the beginning of each time slot each

Remark 4:The 2HR Algorithm indicates that each node can easily obtain the cell id where it resides inside, it
can then judge whether it is inside an active cell or not fer th

packet takes at most + 1 transmissions to reach its desti- ) .
nation, and there are two scenarios under which a packet Wifi'rent time slot. Thus, we can adopt a DCF-style mechanism

take less tharf + 1 transmissions: 1) before théfinishes the to randomly select a transmitter from an active cell. If aengsd

distribution of all f copies of the packet, the node receives inside an active cell, it randomly selegts an initial valuerd
this packet directly from thes; 2) before thes finishes the [0»CW] (CW represents the contention window) and starts

distribution of all f copies, theD first receives this packet (0 count down. If it hears no broadcasting message (reggrdin

from one of its relay nodes and then meets shaotifying it transmitter) until its back-off counter becomes 0, it broasts
the reception of this packet. out a message denoting itself as the transmitter; otherivise

stops its back-off counter as some other node has claimed as

o ) the transmitter. The back-off counting mechanism is unifor

B. Transmission Scheduling for all network nodes, and the value 6fi7’ depends on the
We consider a local transmission scenario [4], in whicimplementation details.

a node in some cell can only send packets to the nodes
in the same cell or its eight adjacent cells. Two cells are IV. THROUGHPUTCAPACITY AND EXPECTED
called adjacent if they share a common point. Thus, the END-TO-END DELAY
maximum distance between a transmitting node (transritter
and a receiving node (receiver) ig8/m, so we set the
communication range as = /8/m. Due to the wireless
interference, only cells that are sufficiently far away cbul
simultaneously transmit without interfering with each eth
To support as many simultaneous transmissions as possible, ) o
similar to the “equivalence class” in the [27], [30], [31] weA- Some Basic Probabilities
define here the “transmission-group”. For a given active cell, we first formally define the con-

Transmission-group: As illustrated by the shaded cells intention probability for transmitting opportunity and there
Fig. 3, a transmission-group is a subset of cells in whidkention probability for receiving opportunity.
any two cells have a vertical and horizontal distance of someDefinition 1: For an active cell in any time slot, its con-
multiple of « cells, and all the cells there can transmitention probability for transmitting opportunity is defthes
simultaneously without interfering with each other. the probability that there are at least two nodes inside it.

To guarantee the simultaneous transmissions in aDefinition 2: For an active cell in any time slot, its con-
transmission-group without interfering with each othetention probability for receiving opportunity is defined tag
the parameteir should be set properly. As shown in therobability that aside from the selected transmitter, & k&
Fig. 3, suppose that during some time slot, the nddés least two other nodes inside its one-hop neighborhood (i.e.
scheduled to receive a packet. According to the definition tife cell itself and its eight adjacent cells).

In this section, we first provide the analysis of some basic
probabilities and introduce the service time at the soufce
and the destinatiorD, then proceed to derive the per node
throughput capacity and expected packet delay.



lemmas about some basic probabilities (See Appendix A for

Based on the above definition, we establish the following @ﬁﬁ@i@@@ﬁ@iﬂ)@
p;\ pz ‘ |

proofs). : Pof PR0)
Lemma 1:If we divide the network intoy/n x /n cells, ,@¢
.., m = \/ﬁ.’ t.h(.:"n f.or an acuye cell in any time Slc.)t’. as (a) Absorbing Markov chain for the packet distribution pss at
approaches infinity, its contention probability for traritimg the source node.
opportunity approaches— 2e~!, while its contention proba-
bility for receiving opportunity approachds— e~ — L2e=9. P, (k) P, (k+1) P.(f)
Remark 6:The above results indicate that the medium C C T @
contention happens with significant and non-neglectaldé-pr P Pkt e BT PR
ability, so ignoring it in the delay and capacity analysisyma »@«A
lead tp inaccurate and even mlslea(j|ng _results [22]. Thu:s,_o (b) Absorbing Markov chain for the packet recep-
following delay and capacity analysis will be conductedhwit tion process at the destination nofie
?. careful consideration of the important medium Contem'qﬂg. 4. Absorbing Markov chains for a general packgt given that the
ISsue. D starts to request for th& when there are already copies of P in the

Lemma 2:For a given time slot and a tagged flow, wenetwork. For each transient state, the transition baclsfits not shown for
use p1, p» and p; to denote the probability that the sourc&™Plcy-
node S conducts a packet transmission, the probability that
the S conducts a source-to-destination transmission and the

probability that theS conducts a source-to-relay or relay-to- _ ) o
destination transmission, respectively. Then we have put to the end of the queue; every time thefinishes the
copy distribution for the head-of-line packet, moves it out

1 {m2 <1 B <m2 - 1)") B (m2 — 9)"_1} @) of the queue and moves ahead the remaining packets waiting

p1 =

a2 n m2 m2 behind it. The head-of-line packet of the local-queue iatiis

the packet for which thé&' is currently distributing copies.

1 (9n—m? m2—1\"""8n + 1 —m? 3
b2 = az{n(n 1) ( m2 ) n(n—l)} ®) The second queue is a virtual queue defined at the destina-
o o tion D. The virtual queue stores theend numbersf those
1{7”2 -9 (1 _ (m2 - 1) ) _ <m2 - 9> } packets not received yet b, and the head-of-line entry of
a?2| n—1 m? m? the virtual queue is theend numbemf the packet that the
. @) bpis currently requesting for. The virtual queue operates as
Remark 7:One can easily prove that = ps +p3, andpz  follows: every time a packeP is moved to the head-of-line of
quickly approaches zero asscales up. the local-queue af, the corresponding packet send number
Lemma 3:For a given time slot and a tagged flow, SUPPOSe v () is put to the end of the virtual queue; every time the
that its source nodé is distributing copies for the head-of- ) raceives a packet whosend numbeequals to the head-
line packetP, at its local-queue and that there are alregdy of.jine entry, theD moves the head-of-line entry out of the
(1 <j < f+1) copies of P, in the network at the current ;i3] queue and moves ahead the remaining entries.
time slot andSN(P,) = RN (D). We useP,.(j) and P,(j) to
denote the probability that the destination nddavill receive ~ Definition 3: For a packet’, the service time at the source
P, and the probability that thé will successfully deliver out S is the time elapsed between the time slot whenheoves

Then we have B when theS stops distributing copies for the (i.e., when the

S moves theP out of the local-queue).
D3 )

p3s =

Definition 4: For a packetP, the service time at the desti-
6 nation D is the time elapsed between the time slot when the
" 2(n-2) P3 ®) D starts to request for th& (i.e., when the entrs N (P) is
Remark 8:1t is notable that the important medium Con_moved to the head-of-line at the virtual queue), and the time
tention, interference and traffic contention issues hawen beSIOt when theD receives the?.

carefully incorporated into the derivations of the proliibs For a packetP, suppose that there akecopies ofP in the

p1, P2, 3, P.(3) and Py(j). network when its destinatioP starts to request for the packet,
1 <k < f+1.If we useA to denote the absorbing state (i.e.,
B. Service Time at Source and DestinationD the termination of the service process) @y then the service

rocesses for the packet at its sout@and at its destination
can be defined by two finite-state absorbing Markov chains
shown in Fig. 4a and Fig. 4b, respectively.

For a tagged flow, before formally defining the service tim
at the source5' and the service time at the destination we
introduce the following two queues.

The first queue is the local-queue at the souffc&he local- Given that there aré copies of P in the network when the
queue stores the locally generated packets and operatedastarts to request for the packet, we use(k) and Xp (k)
follows: every time a local packeP is generated, thé® is to the denote the corresponding service time of padkeit



the S and theD, respectively!. From the theory of Markov ~ Lemma 5:For anyl < k < f, we have

chain [32], we can see that theég (k) can be regarded as the

time the Markov chain in the Fig. 46)1 takes to become absorbed E{Xs(k)} <E{Xs(k+1)} (13)
given that the chain starts from the state 1, andXhgk) can E{Xp(k)} > E{Xp(k + 1)} (14)
be regarded as the time the Markov chain in the Fig. 4b takes Proof: We prove (13) first. Wheik = f, it is easy to see
to become absorbed given that the chain starts from the stge;

k.
1 1
Lemma 4:For a packetP of the tagged flow, suppose that E{Xs(f+1)}—-E{Xs(f)} = R iz >0 (15)
there arek copies of P in the network when the destination a(f) P2+ Pa(f)
node D starts to request for the, 1 < k < f + 1, then we  For the case that < k < f, we have
h
ave o 1 E{Xs(k+1)} — E{Xs(k)}
Zi:l Py(4) "'ffifpd(k) . B 1 N 1 (1 +f§1¢ (k+ . ))
E{Xs(k)} = (1 + oy da(k,g)) if 1<k <, T Puk) T pat Pkt 1) - 2 'J
Zl 1Pd(1 if k=f+1. =
(7
) (1+ (k
p2+p3/2 (1+Z fqbd(km]) P2 +Pd Zd)Q ]
Fall) ok, f— k) F1<k<f—1
E(Xp(k)}={ 7 <f+1>1¢3( Jo ) o f=t 1 1 N
P2+p3/2( + Pr(f+1)) I. =/ h Pd(k) * P2 + Pd(k' + 1)( + Z qb?( + 7.7))
Pr(f+1) if k=/f+1. Path) i k 1
. J Palhri-1) - ® U pmram (Xm0 eE+L7)
where ¢s(k.j) = Ilici p5marn and ¢s(k,j) = - 2+Pd(k) (16)
J 1 Pd(’j:!‘t 1) 1 1
t= 2 _
) Prgofhwle; dezve (73 first. F‘;)rhthe absorlt:ng IJ\C/Iarfkov T Py(k)  pa+ Py(k)
chain in the Fig. 4a and a giveh there,1 < < I jkl .
we denote bya; the mean time the Markov chain takes to +1 tojor ekt 1) (1- Pa(k) )
become absorbed given that the chain starts from the &tate p2 + Pa(k+1) p2 + Pa(k)
1 <i < f, and denote byj;; the transition probability from L 1 <0 (17)
statei to statej, i,j € [1, f], then we have Py(k)  p2+ Pa(k)
E{Xs(k)} = a; 9) where the (16) follows after substituting
f—k—1
L4 D jer s 4 " Pa(k) ;
L S (k — (1 k+1,5)).
a; = 1— g (10) Z¢2 J) p2+P(k+1 + ; $a(k +1,5))

Notice that in the Markov chain of the Fig. 4a, excep@omb,nmg (15) and (17), the (13) follows.

transiting back to itself and transiting to the absorbingtest Now we proceed to prove (14) using mathematical induc-
A, the state; can only transit to its next state, i.e., the statgon. The proof will now proceed in two steps:

i+ 1. Thus, thea; can be further determined as Initial step: whenk = f, we have that
L ; i <1 1 1
At T1S i<k B(Xp(f)} = B L]
a; = o if k<i<f, (11) %fm p2+ B
1 i o5 —
P2+ Pa(f) ifi=f. > B+ 1) =E{Xp(f+1)} (18)
The a; and thus the (7) can be derived from the (11)

Inductive step: our inductive assumption is: there ig, a
1<t < f,such thatE{Xp(¢t)} > E{Xp(¢t + 1)}. We must
prove the (14) is true fok =t — 1.

recursively.
Regarding the case that= f + 1, i.e., the destinatiorD
starts to request for the packBtafter f copies ofP have been

distributed, it is easy to see thB{ Xs(f+1)} = 37, Pd(l) Since
Now we proceed to derive (8). Similarly, for the Markov E{Xp(t— 1)} = 1+ Py(t—1) - E{Xp(t)}
chain in the Fig. 4b, we have Py(t =1) 4+ Po(t — 1)
_ _ 14+ Py(t) - E{Xp(t+1)}
Py () E(Xp (4D} if < j < 19)
M&Wﬂz{ 1Wﬂf;_ 1'J—ﬁ(u) Fa(t) + P (1)
gy Ti=f+1L =E{Xp(t)} (20)

The (8) can then be derived from the (12) recursively. @ where the (19) follows becaus&,;(t — 1) > Pu(t),

E{X E{X 1 nd Py(t — 1 P.(t—1) =
1The Xg(f + 1) corresponds to the case that thestarts to request for P{ tD(tE ? T{h D(2t0+ )} 6} S dé: . (3 +t' T(tt )
the packetP from the state that there age+ 1 copies in the network, i.e., 4(t) + P-(t). The (20) completes the inductive step.
f copies of P have been distributed. |



Although the throughput capacity and packet delay can bee E{Xp(f + 1)} monotonically decreases. Combining with
traded with each other by adopting differehin a large range the (23) and (24), we can see that thedefined in (22) does
of [1, |v/n]] [18]-[20], in the real-world MANETS, however, exist.
the redundancy of each packet should be limited to a range Now we proceed to prove that whenevégr € [1, fo],
of small values. This is because that each mobile nodevie always have the (21). Since theés and X are taken
not only buffer storage-limited but also energy-limited,teo over all locally generated packets and all received packets
many redundant copies will unavoidably waste these prsciowspectively, together with the Lemma 5, we have
network resources [33], [34].

In light of this observation and the Lemma 5, the following E{Xs(1)} < Xs <E{Xs(f+1)} (25)
lemma identifies such a range ¢fand also determines the _
corresponding property of average service time at the sdirc E{Xp(f+1)} < Xp <E{Xp(1)} (26)

and destinationD. Such property will be used later to derive
the corresponding throughput capacity and end-to- endql)ac{f1
delay upper bound.

Lemma 6:For a 2HRf MANET, if we denote byX g the

The (25) and (26) indicate clearly that in order to prove
e (21), we just need to prove that wheneyet [1, fy], we
always haveE{Xs(f + 1)} <E{Xp(f+1)}.

In light of the monotonicity property dE{ Xs(f + 1)} and

average service time at the sourSetaken over all locally 2 . L
— .7 E{Xp(f+1)} and the definition off, in the (22), it is easy
generated packets, and denoteXby the average service tlmetO see that whenevef € [1, fo], we always havéi{ X (f +

at the destinatiorD taken over all received packets, then th
< . .
following property holds whor < £ < £ 9} <E{Xp(f + 1)}. Then the Lemma 6 follows n

Xs<X 21 .
§ =D (1) C. Throughput Capacity and Packet Delay

For a MANET with 2HR+ and0 < f < f,, we are now
fo = max {f |E{Xs(f+ 1)} <E{Xp(f+ 1)}, ready to derive its per node throughput capacity and overall
expected end-to-end delay based on the basic property {21) o
1< f< L\/ﬁj} (22) service timeX g and X p.
Theorem 1:For a network with the 2HR-relay 0 < f <
0), If we denote byu the per node (flow) throughput capacity
i.e., the network can stably support any rate: i), then we

where f; is determined as

Proof: We first prove that thefy in the (22) does exist
(i.e., the set there is not empty). According to the (3) and (
it is trivial to see thatp, < &> - n=3 in general®>. Then we

n—2 have
have
E{Xp(f+ 1)}H=1 > E{Xs(f + 1)}=1 (23) = { p2 + Q(Tf,g) -p3 1< f< S, 27)
Notice that D2 if f=0.
2(n — 2) v 1 __ Proof: As indicated in the Lemma 6 that we always have
E{Xs(f + D}Hjoym = s — Xg < Xp whenf €1, fo], so the actual throughput for the
m=1 tagged flow is1/X p. Then the per node (flow) throughput
2(n —2) § 1 capacity can be determined as
b3 —n _ X
m=1 uw=max{1l/Xp}
20n—2) 1 1
— L= = 28
VIR E(Xp(/ + D} 9
and s (29)
E{Xp(/ + 1)} : )
plJ + =n= 5 . .
= 2(?\/—52) - p3 where the (28) is due to (26) and the (29) is due to (8).
2n—2) 1 Regarding the case thgt= 0, since only the Procedure 1,
Jn s i.e., the source-to-destination transmission, will becexked,
3 it is easy to see that = po. n
Therefore, we have Lemma 7:For a network with the 2HR: relay 0 < f <
E{Xs(f +D)}s—ym > E{Xp(f + D)}s—vm (24) /o), the maximum per node throughput capagityis achieved
at f = fo.
It is further noticed that for a given setting efandm, as Proof: The Lemma 7 follows directly after the (27).m

[ increases th&{ Xs(f + 1)} monotonically increases while  (jnder the setting thah = 1,m = |\/n] and 36 <
2The statemenps < B . o2 3 holds under most settings of. andn n < 1024, ,the maximum .per node throthpm‘ anq the
except the settings thafm < 5} fm=6n<T}{m="7n< 6} corresponding value off (i.e., fy) are summarized in the

and {m > 8,n < 5}. Notice that according to the (1) in the transmlSSlonFig. 7a and 7b, respectively.

group based scheduling scheme, all these special settingsspond to very — Now we proceed to derive an upper bound for the expected
simple (if not impractical) network scenarios. We neglecséhsettings here

and focus on other general settings in this paper. end-to-end packet delay.



Theorem 2:For a network with the 2HR-relay 0 < f < wherep; = AE{Xs(f + 1)}
fo), if we denote byE{T.} the expected end-to-end packet It is easy to see that the average input rate to the virtual
delay, then we have queue isP,(f + 1)\, and to simplify the analysis, we treat

E{Xs(/+D)} | ELXp(f+D} 1 < F<fo the input traffic as a Poisson stream h&rélotice that in the
E{T.} < e 1=p2 . — 7 =77 virtual queue, we hav&{X,(P)} = E{Xp(f + 1)}. Using
T—p2 p2 if f=0. a similar derivation, we have
(30)
wherel < u, p1 = AE{Xs(f+1)} andps = \E{Xp(f+1)}. Po(f + D)poB{Xp(f +1)}

E{W)(P)} < (35)

Proof: We first focus on the case< f < f, and consider
a tagged packeP arriving to the local-queue of the sourse
at the beginning of a time slot. If we denote By(f +1) the wherep, = AE{X(f + 1)}.
probability that theP has not been received by the destination sypstituting the (34) and (35) into (31) and combining that

D yet when all itsf copies are distributed out, denote byE{Xl(p)} < E{Xs(f +1)} andE{X5(P)} = E{Xp(f +
X1 (P) andX,(P) the service time oP at the local-queue and 1)}, we have

the virtual queue, respectively, and further denotelBy( P)

1 _Pa(f+ 1)p2

and W, (P) the waiting time ofP at the local-queue and the E{Xs(f+1)} E{Xp(f+1)}
virtual queue, respectively, then we have E{Te} < 1—p 1= P,(f+1)ps

R{T.} CEXSU D} B D} g

- 1-— 1-—
= (1= P(f + 1) (E{WA(P)} + E{X.(P)}) + Pua(f + 1) o &
Regarding the case of = 0, using a derivation similar to

A E{Wi(P E{X;(P E{Wy(P E{ X2 (P

( (Wi(P)} + AL (P)} + E{W:(P)} + E{Xs( )}) the above, one can easily see AT, } < ;=---. Together
=E{W(P)} +E{X1(P)} with the (36), the Theorem 2 follows. [ ]

+P,(f + 1)(E{W2(P)} +E{X2(P)}) Remark 9:The Theorems 1 and 2 provide closed-form

(rather than order sense) results for the per node throughpu
< E{N(P)} + E{XG(P)} + E{WL(P)} + E{X,(P)} (31) capacity and the expected end-to-end packet delay in 2HR-
The following proof is similar to the derivation of the f-based ad hoc mobile networks. Based on the Theorems 1
standardPollaczek-Khinchinformula for mean waiting time and 2 and any setting of = n°, 0 < § < log,, fo, One can
in an M/G/1 queue. Regarding the waiting tini&; (P) of easily derive the corresponding order sense results ofigivo
P in the local-queue before getting service (i.e., beforadei put capacity and packet delay. For example, for an 2HR-
replicated and delivered t$ distinct relays), we have MANET, by settingm = n?, our theoretical models return
5 a @(nmax{fl, 5+2772}) }hroughput a?w;(nmin{l, 27672'}/})
E delay when0 < v < =, and a©(n°~*7) throughput and
Wi(P) = ZXl(Pi) +R (32) O(n2yw—5) delay w%eirw > 1. ( ) o
) ] .1:1 o ] Remark 10:0One may also notice that when settiffig=
where variabler is the residual service timé,, is the number | the Theorem 1 results in @(1/n) throughput, which is
of packets waiting in the queue, and (F;) is the service ime |ower than the throughput resu(1) reported in [4]. This
of the i, packet. _ is due to the rule of “reception in order” employed in 2HR-
The service timeg X, (F;)} are mutually independent, ands The restriction of receiving packets according reguest
as proved in the Lemma 5, their expected values are Uppgfmberensures that all packets arrive at the destination
bounded byE{Xs(f + 1)}. Recall thatXy represents the oger but it wastes the opportunities of receiving “out of order
actue_ll mean time the node takes to serve a g_gneric packetyt fresh” packets (i.e., packets wigend numbetarger than
and if we letp, represent the actual probability that 1€ he currentrequest numbenf destination node). Thus, the
is busy with delivering copies of some packet, then we haygefit of receiving all packets in order comes at the price of

E{R} < /’TYS_ andp, = AXs. a reduced per node throughput.
As proved in the Lemma 6Xs < E{Xs(f + 1)}, then

we havep, < p; and thusE{R} < p1E{Xs(f +1)}. Taking

expectations of the both sides of (32) yields V. NUMERICAL RESULTS

E{W;(P)} In this section, we first provide simulation results to werif
the theoretical models for the per node throughput capaaitly
< E{LJE{Xs(f + D} + mE{Xs(f + 1)} expected end-to-end packet delay, then proceed to explere t
= AE{W (P)}E{Xs(f + 1)} + pE{Xs(f + 1)} maximum per node throughput and corresponding setting of
= E{W1(P)} + ;mE{Xs(f + 1)} (33) .
We then have
3As to be validated in the Section V, the theoretical packéaydeound

E{W (P)} < PlE{XS(f + 1)} (34) derived under this assumption is safe and can nicely uppercihe simulated
1 - 1—p1 end-to-end packet delay when the network is stable, A.eg, .



A. Simulation Settings

A simulator in C++ was developed to simulate the packet nretmes T
delivery process in a 2HR-MANET, which is now available
at [35]. Similar to the settings adopted in [36], [37], theagli
factor here is fixed a2\ = 1, and hence the transmission-
group is defined withae = min{8,m}. Besides the bi-
dimensional i.i.d. mobility model, we also implemented the
simulator for the random walk model and random waypoint
model, which are defined as follows: s ‘ ‘ ‘ '
« Random Walk Model: At the beginning of each time o2 °"System |00:d,p o8 b
slot, each node independently and uniformly selects a
destination cell among the nine one-hop cells, i.e., the (@) Network setting(n = 64,m = 8, f = 2) with per
current cell and the eight adjacent cells, and then stays node throughput capacify = 1.48 x 10~3 (packets/slot).
in it for the whole time slot. Each one-hop cell has the
probability 1/9 to become the destination cell of the node.

70004 )
—— theoretical upper bound hi
- - -i.i.d simulation T
6000 4 ’ ) 1"

--random walk simulation

U
----random waypoint simulation I
50004 ‘

4000

3000 4

Expected delay (slots/packet)

2000

25000

« Random Waypoint Model [38]: At the beginning of n=240 m=167=6
each time slot, each node independently and randomly G o] T fheprence Lper bound I
generates a two-dimensional vector= [v,,v,], where g o on
the values ofv, and v, are uniformly drawn from g " 7
[1/m,3/m]. The node then moves a distancevpfalong :fmm E
the horizontal direction and a distance qf along the 3
vertical direction. g sooo — -

g —
B. Model Validation TR os e % )

. . . . System load, p
Extensive simulations have been conducted to verify the

developed theoretical models. Here, the results of two owtw (b) Network setting(n = 240, m = 16, f = 6) with per
scenarios(n = 64,m = 8) and (n = 240,m = 16) are node throughput capacify = 4.64 x 10~* (packets/slot).
included (the other scenarios can be easily simulated by @4 5. comparisons between the simulation results and treetieal ones,
simulator as well [35]). For the settings ¢f = 64,m = 8) where the simulation results are provided with 95% confidentevals.
and (n = 240,m = 16), the f, is established a& and 9,
respectively. We fixf = 2 for the settingln = 64, m = 8) and
fix f = 6 for the setting(n = 240, m = 16), and summarize a packet is received by its destination after all ftscopies
the corresponding simulation and theoretical results g1 i have been distributed out) for the two network scenariolén t
Notice that all the simulation results of the expected enéig. 5 and summarized the corresponding statistical result
to-end packet delay are reported with th&% confidence the Fig. 6a and 6b, respectively. The Fig. 6a and 6b indicate
intervals. clearly that for both the network scenarios, as the system lo
The Fig. 5 indicates clearly that for the bi-dimensionatli.i p increases up, the probabilify, (f + 1) gradually approaches
mobility model, our theoretical delay results can tightyper 1 and thus the destination node receives nearly every packet
bound the simulated ones when the network is stable, i.efter the source has distributed gutopies of the packet. The
X < 1 (p < 1). For example, regarding the network scenaribehavior that theP, (f + 1) approaches 1 as theapproaches
in the Fig. 5a, as the system load= \/u (resp.)\) gradually 1 proves the per node throughput capacity established in the
increases fron®.2 up to 0.9 (resp. from2.96 x 10~* up to (28) of Theorem 1.
1.33 x 107?), the simulated expected delay increases from It is interesting to observe from the Fig. 5 and 6 that, under
861.86 up t06888.12, and our theoretical results also increaskoth the network settings there, regarding the expectekiepac
up and locate rightly above the simulated ones. It can aldelay andP,(f + 1), the simulation results of random walk
be observed from the Fig. 5b that for the network scenario ofodel and random waypoint model have very similar varying
(n = 240, m = 16) there, our theoretical delay results serve @endencies as that of the bi-dimensional i.i.d. model. Ahfeir
a safe upper bound. A further careful observation of the #ag. careful observation of the Fig. 5, however, indicates that t
and Fig. 5b indicates that when the system |pa@pbproaches packet delays of these three models have totally different
1 (beyond 0.8), the packet delay rises up sharply and becorbebtaviors as thg approaches 1. For example, whee= 0.9,
extremely sensitive to the variation of the The skyrocketing the simulation result of i.i.d. model (resp. the simulatiesult
behavior of packet delay whemapproaches 1 can also servef random walk model) has the highest (resp. lowest) packet
as an intuitive validation for the throughput capacity dedi delay in the Fig. 5a; while in the Fig. 5b, the simulation
by our theoretical framework(= 1.48 x 10~2 in Fig. 5a and result of random waypoint model (resp. the simulation rtesiul
= 4.64 x 10~* in Fig. 5b). i.i.d. model) has the highest (resp. lowest) packet delay.eM
In order to further verify the theoretical per node througthp importantly, in the Fig. 5b, the simulation result of random
capacity, we examined thB,(f +1) (i.e., the probability that waypoint model ato = 0.9 even rises over our theoretical
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Fig. 6. ProbabilityP, (f + 1) vs. system loagb. (b) The optimum setting of (i.e., thefp) with 36 < n <
1024, under which the maximum per node throughptit
is obtained.

upper bound. Thus, our theoretical model developed under fig. 7. The maximum per node throughput and correspondinmgett f.
i.i.d. model can not be directly applied to the random walk
model and random waypoint model, for which dedicate new

theoretical models are needed to characterize the throtigh§cheme, it is possible to achievecd1) throughput per node

capacity and end-to-end packet delay there. under the i.i.d. mobility model. Later, Gamet al. [8] showed
that the©(1) throughput is also achievable under the random
C. Performance Analysis walk model, but which comes at the price ofé¥nlogn)

We now explore the maximum per node throughput andaelay. Mammeret al. [10] proved that the same throughput

. : . . and delay scaling are also achievable even with a variant of
corresponding setting off for a given network: scenario the Grossglauser-Tse two-hop relay and a restricted bili
(n,m). For the general setting oA = 1,m = |/n], we 9 P y o

summarize in Fig. 7a how the maximum per node throughpﬁ}Odel' )
u* varies as the number of usersncreases from 36 to 1024. 1he delay and throughput trade-off of two-hop relay in
The Fig. 7a shows clearly that thet vanishes quickly as aq hoc mobllt_a_ networks has also been widely studied under
increases. Aside from the maximum per node throughput, WJiferent mobility models. Perevalov and Blum [5] reported
also report in Fig. 7b the corresponding optimal setting’pf that under the i.i.d. mobility model, the achievable thriopigt
i.e., the value offy. One can observe from the Fig. 7b that1Cr€ases ad?/? for moderate values of delay and increases
there does not exist a particular optimal value fofwhich as©(n~'/?) for a fixed delay value. Later, Gamat al. [6]
applies to all the cases of. Actually, an optimal setting of showed that under the 2-dimensional Brownian motion on a
f only applies to a small range of, and it is a piecewise ©"US of S'Z_e\/ﬁ x \/ﬁ.’ the delay scales a@(n1/2/v(n)),
function of n as shown in the Fig. 7b. wherewv(n) is the velocity of mobile nodes. Liat al. [7] also
considered the Brownian mobility model, and showed that the
O(1) per node throughput is achieved with an expected delay
of Q(logn/c?), whereo? is the variance parameter of the
Brownian motion model. Sharnet al. [39] showed that when
Since the seminal work in [4], the performance of twothe network is divided into® x n? cells, the two-hop delay
hop relay without redundancy has been extensively explorsdO(n) for 0 < 5 < 1/2 and©®(nlogn) for = 1/2 under
in the regime of ad hoc mobile networks. Grossglauser aadamily of discrete random direction models, while the gela
Tse (2001) [4] showed that by employing the two-hop reldyecomesO(n) for § < 1/2 and ©(nlogn) for § = 1/2

VI. RELATED WORKS
A. Two-hop Relay without Redundancy



11

when a family of hybrid random walk models are considerednd delay upper bound derived in this paper hold only for
More recently, the delay and throughput trade-off has be#ire bi-dimensional i.i.d. mobility model and the transridgas

examined under a correlated mobility model [11], where sodgroup based scheduling scheme, so our another future cbsear
are partitioned into different groups and all nodes beloggi direction is to develop theoretical models for other more
to the same group have to reside concurrently within a @rculcommonly used mobility models and MAC schemes, like the

region around the group center. random walk model, the random waypoint model, and the
802.11 DCF.
B. Two-hop Relay with Redundancy APPENDIX A
In the case of allowing packet redundancy, Neely and Modi- PROOE OF THELEMMAS 1. 2 AND 3

ano [18] considered a modified version of the Grossglauser—P ¢ of L 1- For th d acti I th
Tse two-hop relay algorithm for ad hoc mobile networks root of L.emma ~. FOr the concemed aclive cefl, the
and proved that under the i.i.d. mobility model it achieve ontention for transmitting opportunity happens if andyonl
O(1/+/n) throughput andO(,/n) delay with exacty/n re- if there are at least two nodes in it. Thus, such contention
dundancy for each packet. Sharma and Mazumdar explored Wi%bab'“ty is given by

order sense delay and capacity trade-off in ad hoc mobile net 1_ (1 7 l)n B <n) l( B 1>n—1
works with multiple redundancy for each packet, and proved n 1/n n

that it achievesd(7,(n)\/n) delay under the random way- 1y\n-1 1 .
point mobility model [19] and achieve®(T),(n)\/nlogn) =1- (1 - g) (2 - ﬁ) —~1-2¢

delay under the Brownian mobility model [20], wheFg(n) is  Regarding the contention probability for receiving oppor-
the packet transmission time. Moragtsal. [21] considered an tynjty, we can see that for the concerned active cell, it will
extension of the two-hop relay, where a source node bro&icagpt have contention for receiving opportunity only undee th

each packet once and all users within its transmission rangfowing cases: 1) it has no node inside; 2) it has one
are regarded as the relays, and showed that it can also achigvtyo nodes inside, but its eight adjacent cells contain no

the ©(1) throughput. node, 3) it has one node inside, and its eight adjacent cells
also contain only one node. Notice that these three cases
VII. CONCLUSION are mutually exclusive, thus the contention probability fo

We considered in this paper a general 2HRelay algo- receiving opportunity can be determined as

rithm, where each packet is delivered to at mgstistinct e 2o/ 1Nk 9\ n—k
relay nodes and should be received in order at its destmatio 1-— (1 - —) - Z ( ) (—) (1 - —)
Theoretical models were further developed for such a nétwor n o \E/\n "

to derive the achievable per node throughput and a tightruppe n\ (21 8 9\n—2

bound for the expected end-to-end packet delay in closed- <2> <1> n ﬁ(l o H)

forms. Extensive simulations by a network simulator wene-co 1\ n 9\7-2,19 35
ducted, which verify that our theoretical model can acalyat =1- (1 - g) - (1 - E) (5 - %)
characterize the network throughput and delay performance 19 4

under the 2HR¥ relay. With our closed-form results and any —l-e - 5 ¢

setting of f = n°, 0 < & < log,, fo, one can easily derive  proof of Lemma 2: For a given time slot and a tagged
the corresponding order sense results of throughput dgpagjoy, its source nodes conducts a packet transmission iff the
and packet delay. For example, by setting = n”, our fg|jowing three events happen simultaneous$yis in some
theoretical models return @(n™*x{~1 7+21-2}) therUthUt active cell, S is selected as the transmitter, and there is at
and O(nmin{l: 2=0-27}) delay when0 < v < 2 and a |gast one other node in the same cellSobr its eight adjacent
©(n’~*7) throughput and)(n**~*) delay wheny > 3 forthe  celis. Consider a tagged active cell, and the probabiligt th
2HR-f MANETs. We also explored the maximum per nodg s insjde is L. Then we can see that inside this cell, the
throughput and determined the corresponding optimalngettig can pe selected as the transmitter only under the following
of f. We found that in general the optimal setting joaries o mutually exclusive cases: the cell contains only nége
with n, and an optimal setting of only applies to a small o the cell contains at least one other node aside from node
range ofn. S. Further notice that given there akeother nodes inside

The theoretical models and closed-form results in this papgis cel| (resp. the eight adjacent cells of this cell), thieeo
were developed mainly based on the key observation that in,a | _ 1. nodes can be in any cell of the othe? — 1 (resp.

real-world 2HRf MANET, as each mobile node is not only,,2 _ gy cells. Summing up the probabilities under these two

buffer storage-limited but also energy-limited, tfishould be 5565 then we have

limited to a small value { < f, here). Therefore, one of our _—

future research directions is to extend the theoretical atsod 1 { Z (n - 1) (L)k (m2 - 1)”*1*’“ 1
2

in this paper to analyze the throughput and delay performanc T a2 k m m2 k+1

of a general 2HRf MANET where f > f, or to examine 1 .. 2 -
the impact of node buffer space on the network throughput n Z (” - 1) (i) (m - 9)% - } (37)
and delay performance. Notice that the throughput capacity 1 k m? m?
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The source nodé conducts a source-to-destination trans- After some basic algebraic operations, the (2), (3) and (4)
mission iff the following three events happen simultan&aus can be easily derived from (37), (38) and (39), respectively
S is in an active cell,S is selected as the transmitter, and the Proof of Lemma 3: Given that there are alreagycopies of
node D is either in the same cell witly' or in one adjacent packetP, inside the network, we know that the source néde
cell of S. Consider a tagged active cell, tifecan conduct has distributed —1 replicas of the packet tp—1 distinct relay
a source-to-destination transmission with theonly under nodes. Suppose that in the next time slot, the destinatide no
the following two mutually exclusive cases: both theand D will directly receive P, from S with probability p, (),

D are inside this cell; or the is inside this cell while the and receiveP, from some relay, say nod, with probability
D is inside the eight adjacent cells of this cell. If we furthep, ,(j). Then we have

assume that aside from the nofeand D, there arek other

nodes inside this cell € [0,n — 2], the probability that the Ps—t(j) = p2 (40)
nodesS is selected as the transmitterg’% (resp.+ 1) under

the former case (resp. under the latter case). Summing up thQotice that theD will receive P, from relay R iff the

probabilities under these two cases, then we have following six events happen simultaneousl:is in an active
L ("2 /9N ;1 Nk m? — L\ -2k ) cell, R is s_el_ected as the _transrr_iitter, the destination node of
Py = { Z (” ) (7) (m ) the flow originated fromR is not in the one-hop neighbor of
a? k m? m? (k+2) R, Disin the one-hop neighbor aR, D is selected as the

n—2 9 o receiver, and the? chooses to conduct a relay-to-destination
n—2 1 \kF/m*—1\n"2-k 8

+ E (—2) <7) S — transmission. Thus, the. .;(j) can be determined as

=\ k m m2( )

m2 2(k+1
n—2 B 9 o
=;{;_;<z+1><n;>’““<mms> " oo
n—2 2 1o _ - n3) <t) 1 R+l 8 Ntk
k=0 <k+1>( )k+1<mm2 1> 2 kﬁ d)l;( t 9%—311 (in2) 1(m2) 8
= (n 2\ (L m? —1yne2k 8 '(1_W) t+1(k+2+k+1) (41)
+ — ( k >(m2) ( m2 ) k:—i—l} _ 1 (m2 - m2 (1fi)n_1
1 m?  m? 8 /m?2—1\n-1 T 2\n -1 n;l m?2
a2{n 1 T_n—1< m2 ) _(1_%)71 )
2 2 2 n
() () } (38) =g (42)
Similarly, the S conducts a source-to-relay or relay- towhere¢>1 (1 — 9.

destination transmission iff the following four events pap
simultaneously:S is in an active cell,S is selected as the
transmitter, there is at least one other node (exéephd D)
in the same cell of5 or its eight adjacent cells, and the node
D is in one of the othem? — 9 cells. Consider a tagged
active cell, the probability that thé® is in one of the other P(5) = ps—t () + va—)t (43)

m? — 9 cells (excluding this cell and its eight adjacent cells)

is ™ —9 . Further notice that the node can conduct a source-

to- relay or relay-to-destination transmission with sontleeo After substituting (40) and (42) into (43), the (5) follows.

node only under the following two mutually exclusive cases: According to the source-to-relay transmission in the Proce
this cell contains only nodé; or this cell contains at leastdure 2, a relay node is randomly selected from the one-hop
one other node aside from node Further notice that if we neighbors of nodes, so theS can successfully deliver out a
assume that there ave (k € [1,n — 2]) other nodes inside new copy of packef, iff a node other than thesg—1 relay

this cell (resp. the eight adjacent cells of this cell), thieeo nodes that have already received copiesPpfis selected as

n —2 — k nodes can be in any cell of the othe? — 1 (resp. receiver in the source-to-relay transmission. Thus, wee hav
m? — 9) cells. Summing up the probabilities under these two

cases, then we have _ 2 N FL kN 1 Ny 8 ki
m2—9( %2 /n—2 1 \k/m?—1\n—2-k 1 ri :¢1; <nk > z‘z:; (z) (W) (W)
b3 = mgaz{kzl< k )(m2> ( m2 ) k1 '<1_i)n727k 1 n—75-1
B i+1 n—2

-i-:Zj(n;Z) (ni)k<m;;9)712k} (39) :%'pg (44)

Notice that in the next time slot, thB may receive packet
Py, either from S or from one of itsj — 1 relays, and these
events are mutually exclusive, so we have
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