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Abstract—In recent years, research attention on smart grid
comprising distributed power generators has increased. To pro-
duce electricity in the smart grid, many micro grids (MGs)
may exploit various renewable energy resources. Because the
production capacity of renewable resources cannot be controlled,
the MGs often require the power plants to provide power for
them. However, the power loss between each MG and the power
plant is larger than that among the MGs. To alleviate this power
loss, we propose a game theoretic coalition formulation strategy
for the MGs dubbed GT-CFS. Our proposed GT-CFS allows the
MGs (belonging to the same macro station (MS)) to autonomously
cooperate and self-organize into a partition composed of disjoint
MG coalitions. Also, GT-CFS enables the MGs, in a distributed
manner, to decide whether they will remain in the coalitions or
not upon environmental changes, e.g., the variation of the power
demand of the MGs. Within every coalition, MGs coordinate the
power transfer among themselves as well as with the MS, in a
fashion to optimize a utility function, which captures the total
losses over the power distribution lines. MGs in the same coalition
will distribute the extra profits (i.e., payoff) produced from
forming coalitions by their “Shapley value”. Through computer
simulations, we demonstrate that the proposed GT-CFS reduces
the average power loss per MG significantly in contrast with the
conventional non-cooperative approach.

Index Terms—Coalition Game, Shapley value, micro grid,
cooperative game.

I. INTRODUCTION

RCENTLY, the consumption of electricity has increased
leaps and bounds with the immense growth of tech-

nology. The demand of electricity is, however, not balanced
during a day. Indeed, there are large gaps among the demands
during different times of the day. Therefore, it is possible
to divide a day into two parts, namely the peak and off-
peak periods [1]. During a day, the peak demand consists
in the busiest (i.e., the heaviest electricity consumption) time
while the remaining time is referred to as the off-peak period.
Furthermore, the peak period differs in various seasons. For
example, in the summer, the peak period is usually observed in
the noon/afternoon due to the heavy usage of air conditioners.
On the other hand, in the spring and autumn, the afternoon
represents off-peak time. It is difficult for the traditional
power plants to effectively deal with the variation of peak
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and off-peak power demands. If the power plants are able
to consistently maintain high generation of electricity, they
may meet the peak demand. However, the high production of
electricity, especially obtained from the non-renewable energy
resources (e.g., coal), usually wastes a lot of energy. Therefore,
we require a new type of intelligent power grid (i.e., smart
grid), which can help the power plants to effectively meet the
peak and off-peak demands, and avoid the unnecessary power
generation and/or distribution loss.

Micro grids (MGs) comprising distributed power generators
have been introduced recently to construct smart grid to reduce
power loss. MGs are able to supply electricity to the end-
users (i.e., homes, companies, schools, and so forth) which
are linked to the corresponding MGs. The MGs can exchange
power with others. In addition, they are also capable of
transferring power with the Macro Station (MS), which is the
primary substation of the smart grid. The MGs can also be
deployed near the users so that long-distance power loss may
be avoided. They produce electricity from different resources,
especially by using a number of renewable resources, e.g.,
wind, water, solar, and so on. Although these resources are eas-
ily procurable and depicted as “green” energy resources, they
present a significant shortcoming since they cannot guarantee
stable production of electricity at all times. For example, solar
energy generation through deployed solar panels in the MGs
can be seriously hampered on rainy days. When a MG needs
additional power, it can buy electricity from the wholesaler
(i.e., the MS) and/or from neighboring MGs.

The objective of our paper is to allow the MGs to collaborate
with each other to optimally decrease the power loss while
procuring electricity. Toward this end, we propose a game
theoretic coalition formulation scheme, referred to as GT-
CFS, whereby the MGs can form coalitions or leave the old
coalition to join a new one to increase their payoffs. And
two problems need to be solved, namely, how to motivate the
MGs to form coalitions, and how to appropriately distribute
the extra profits (e.g., payoff) produced through forming the
coalitions. In case of the first problem, we show that by using
the proposed algorithm, the MGs are able to autonomously
cooperate and self-organize into a distributed partition, which
is composed of disjoint coalitions. The MGs in the same
coalition can exchange power with other MGs or the MS,
and the power transfer among the MGs alleviates the power
loss over the distribution line. In addition, the MGs can adjust
decisions accordingly upon environmental change. To address
the second problem, we calculate the “Shapley value” of the
MGs in the coalition. The Shapely value means the weight of
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the contribution of the MGs to their coalition. Based on their
Shapley values, the MGs distribute the extra profits.

The remainder of our paper is organized as follows. The
background and related works are discussed in Section II.
The system model is discussed in Section III. In Section IV,
coalition game between MGs is discussed and we propose
our GT-CFS for forming MGs coalitions. We prove that
the GT-CFS is stable, convergent and optimal in Section V.
The optimal number of MGs is discussed in Section VI. In
the Section VII, the simulation result is presented, and the
conclusion is drawn in Section VIII.

II. BACKGROUND AND RELATED WORKS

The MS, which typically represents the wholesaler in the
power market, usually need fossil-based resources. These
non-renewable resources, upon combustion, produce exces-
sive amounts of greenhouse gases that are vented into the
atmosphere contributing to air pollution. In addition, the daily
maintenance cost of the MS is significantly high. On the other
hand, the MGs, distributed in different areas of the smart
grid, are able to exploit renewable resources. Compared with
traditional grids, the MGs are more flexible as they can quickly
adjust their power production according to the demands of
the users. When a MG is not self-sufficient, it can purchase
additional power from the wholesaler (i.e., the MS) or the
nearby MGs for meeting the power demands of customers
who are linked to this MG. By this way, the MGs can serve
as a strong complement to the traditional macro station. S. A.
Arefifar et al. presented systematic and optimized approaches
for the distribution system into a set of micro grids with
optimized self-adequacy [2].

Although there has been a significant progress in the
development of the MGs recently, the power loss between
the MGs and that between an individual MG and the MS
have not been addressed much in literature. In their work
in [3], D. Niyato et al. proposed an algorithm optimizing
the transmission strategy to minimize the total cost. The
problem of minimizing power losses in distribution networks
has traditionally been investigated using a single, deterministic
demand level. L. F. Ochoa et al. presented a novel algorithm
to solve this problem [4]. B. Kantarci et al. proposed the
“cost-aware smart micro grid network design”, which enables
economic power transactions within the smart grid [5]. The
problem of power loss minimization was discussed in the work
conducted by Meliopoulos et al. [6] whereby a real-time and
coordinated control scheme was proposed with the participa-
tion of distributed generation resources that can be coordinated
with the existing infrastructure. The objective of the work
was to operate the distribution system with minimized power
losses. S. Deilami et al. proposed a novel load management
solution for coordinating the charging of multiple plug-in
electric vehicles (PHEVs) in a smart grid system [7]. A. Vargas
et al. presented an efficient optimal reconfiguration algorithm
for power loss minimization [8]. T. Erseghe et al. showed that
the power loss reduction is possible without central controllers,
by taking advantage of the local measurement, communication
and control capability in the MGs [9]. A simple and effective

solution to achieve cooperative operation of electronic power
processors were described in [10][11]. M. Kirthiga et al.
proposed a detailed methodology to develop an autonomous
micro grid for addressing power loss in [12]. Furthermore,
some researchers have addressed power loss in the works
in [13]-[15].

At present, game theory is an important tool for Micro Grid
research as described in the work in [16]-[18]. Saad et al.
presented an algorithm based on the cooperative game theory
to study novel cooperative strategies between the micro-grids
of a distribution network [19].

Note that the afore-mentioned power loss minimization
techniques did not take into account the entire smart grid
comprising the MS and numerous MGs. They usually adopted
a localization approach, e.g., how to reduce the power loss
within an individual MG, or how to reduce the power loss
between the MG and the MS. However, in our paper, we focus
on a scalable power minimization approach across the entire
smart grid and consider a fair payoff distribution of the MGs
for the coalition.

III. SYSTEM MODEL

In this section, system model of the smart grid is presented.
As shown in Fig. 1, we consider that the users are supplied
electricity by the MS and/or a number of MGs (e.g., wind
farm, solar panel, PHEVs, and so on), each of which is linked
to the MS. The users include residential customers, schools,
companies, and so forth. Because a user is only linked to one
MG at a time, for convenience, we assume the MG and the
users are linked to this MG are considered as a whole. Smart
meters are assumed to be installed at the user-end. The smart-
meters measure the power consumption of the users, and they
also have the capability to notify the MG about the users’
demands. Because the power loss between the MS and a MG
is more than that between two MGs, the MGs can alleviate the
power loss through forming coalitions. If a sufficient number
of MGs to form the coalition does not exist, the coalition will
only have a MG (e.g., the coalition 2 in Fig. 1). All MGs are
connected by power lines (this is why MGs can change their
partners (MGs) to form coalitions). Therefore, if the sum of
demands of the users is more than the production of a MG,
this MG will obtain power from other MG(s) or the MS to
meet demands of users.

Let N denote the set of MGs. In the given time period (e.g.,
one hour), every MGi (i ∈ N ) is able to produce power Gi
and supply power to satisfy Di, which is the sum of demands
from all users linked to MGi. For MGi, we define the real
function Reqi = (Gi −Di) as the power demand or surplus
of MGi. It means that MGi wants to get power to meet
its demand (Reqi < 0), MGi has a power surplus to sell
(Reqi > 0), or its demand equals its production (Reqi = 0).
The MGs can be divided into two types, namely “sellers” and
“buyers”. The “sellers” have surplus to sell while the “buyers”
need additional amount of power to meet the demands of
users. If the request of MGi is zero (Reqi = 0), MGi is
considered to be either a “seller” or a “buyer”, and it cannot
affect the result. In fact, demand Di and production Gi are
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always considered as random numbers in the real Smart Grid
networks [20]. As a consequence, the value of Reqi is seen
as a random number with a certain observed distribution. For
convenience, we assume that a “seller” will sell all the power
to the “buyer(s)” and/or the MS while a “buyer” has enough
“money” to buy the power from the “seller(s)” and/or the MS
for meeting its demand. Furthermore, the concept of “buyers”
and “sellers” can also be extended to the group or coalitions
formed by a number of MGs.

Macro Station (MS)

MG 4

MG 1 MG 2

MG 3

MG 5 MG 6
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Fig. 1. The construction of Micro Grids

A. Existing Non-cooperative Coalition Model

Before we design the payoff function of coalition, let us see
a non-cooperative case. In this case, each MG only exchange
power with the MS. In general, the medium voltage of power
transfer between the MG and MS is U0. Any power transfer
between MG and MS is accompanied with the power loss.
In this process of power transfer, we only consider two kinds
of power loss, namely (i) the power loss over the distribution
lines inside the network, and (ii) the power loss due to other
factors in the MS such as voltage conversion, dust, and so
forth. If MGi wants to sell Reqi to MS (Reqi > 0) or buy
Reqi from MS (Reqi < 0), we are able to express the power
loss Pi0 as follows.

Pi0 = Ri0I
2
0 + αQi, (1)

where Ri0 is the distribution line resistance between MS and
MGi, and α is a fraction of power loss caused by other factors.
For simplicity, α is treated as a constant. Qi is the power that
MGi wants to buy or sell. I0 = Qi

U0
is the current flowing over

the distribution line when there is a power transfer between
the MS and MGi. Therefore, we can transform eq. (1) into a
new quadratic equation with respect to Qi as shown below.

Pi0 =
Ri0Q

2
i

U2
0

+ αQi. (2)

The value of Qi is any of the following.

Qi =

 Reqi : Reqi > 0
L∗i : Reqi < 0
0 : Reqi = 0,

(3)

where L∗i denotes the total amount of power that needs to be
produced (or be made available to the system) to ensure that
MGi is able to obtain the power required to meet its demand,
Reqi. In case of no power loss, L∗i = |Reqi|. Therefore, the
power L∗i is more than the demand |Reqi| (L∗i > |Reqi|). L∗i
is the solution of following quadratic equation.

Li = Pi0 + |Reqi| =
Ri0L

2
i

U2
0

+ αLi −Reqi. (4)

For a given Reqi, three possible solutions of eq. (4) exist,
namely none (zero), one, and two solutions. Because we want
to minimize the value of Reqi, if eq. (4) has two roots, the
smaller one is to be used. For the cases that eq. (4) has no
solution, we assume that the root is the same as eq. (4) having
a single root, which is L∗i =

(1−α)U2
0

2Ri0
.

Because in the non-cooperative case each MG can be
regarded as a coalition, the payoff of MG is equal to that
of coalition. Thus, we are able to define the non-cooperative
payoff (utility) of each MGi as the total power loss due to
the power transfer, as follows:

u({i}) = −w2Pi0, (5)

where w2 is the price of a unit power in MS. Because the
objective is to minimize u({i}), the negative sign is able to
convert the problem into a problem of seeking the maximum.

B. Cooperative Coalition Model

In the remainder of this section, the cooperative coalition
model is considered for managing the MGs acting as “buyers”
and “sellers”. Also, the functions of power loss and utility in
the cooperative case along with how to form the coalitions
are proposed. Toward the end of the section, the concept of
“Shapley” function is presented.

Besides exchanging power with the MS, the MGs can
exchange power with others. Because the power loss during
transmission among the neighbouring MGs are always less
than that between the MS and a MG, the MGs can form
cooperative groups, referred to as coalitions throughout this
paper, to exchange power with others, so as to alleviate the
power loss in the main smart grid and maximize their payoffs
in eq. (5).

Before formally studying the cooperative behaviour of the
MGs, the framework of coalition game theory is firstly intro-
duced in the work in [20]. A coalition game is defined as a
pair (N , v). The game comprises three parts, namely the set of
players N , the strategy of players, and the function v: 2N →
R. In this game, v is a function that assigns for every coalition
S ⊆ N a real number representing the total profits achieved
by S. We divide any coalition S ⊆ N into two parts: the
set of “sellers” denoted by Ss ⊂ S and the set of “buyers”
represented by Sb ⊂ S. Ss and Sb satisfy that Ss ∪ Sb = S.
Therefore, for a MGi ∈ Ss, Reqi > 0 and it means that MGi
wants to sell power to others. On the other hand, an arbitrary
MGj ∈ Sb having Reqj < 0 indicates that MGj wants to
buy power from others. It is obvious that any coalition S ⊆ N
should have at least one seller and one buyer.

In order to calculate the payoffs of all the coalitions, players
of which are MGs ∈ N , we need to define the payoff function
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v(S) for each S ⊆ N . Subsequently, for any coalition S =
Ss∪Sb, we study the local power transfer between the sellers
Ss, the buyers Sb, and the MS.

In a formed coalition, there are many MGs, which are to
exchange power with others or even with the MS. Let a “seller”
and a “buyer” be denoted by MGi ∈ Ss and MGj ∈ Sb,
respectively. If MGi and MGj want to exchange power, the
power loss function Pij can be expressed as follows.

Pij =
RijQ

2
ij

U2
1

, (6)

where Rij is the resistance of the distribution line between
MGi and MGj . U1 denotes the transfer voltage between MGi
and MGj and it is less than U0. Because there is no voltage
conversion between two MGs, when power is transmitting
among MGs, we only calculate the transfer power loss among
MGs. In other words, eq. (6) is the special case of eq. (2),
when α = 0. Also, Qij is as follow,

Qij =

{
Qi : |Qi| ≤ |Qj |
Qj : otherwise,

(7)

where Qi and Qj are given by eq. (3). It means that if MGi
(i.e, the “seller”) cannot meet the demand of MGj (i.e., “the
buyer”), then the seller only sells Qi to MGj . In addition,
since there is power loss between the MGs, MGj will buy
power U2

1

2Rij
(due to the power loss between MGi and MGj)

from MGi at least.
In any given coalition S, the total payoff function is consists

of three terms, namely (i) the power loss between the MGs
which can be obtained from eq. (6), (ii) the power loss caused
by the MG selling power to the MS, and (iii) the power loss
caused by the MG buying power from MS. (ii) and (iii) are
given by eqs. (2) and (3). Therefore, the total payoff function
of the coalition S is as follows.

u(S,Ω) = −(w1

∑
i∈Ss,j∈Sb

Pij + w2

∑
i∈Ss

Pi0 + w2

∑
j∈Sb

Pj0),

(8)
where Ω ∈ SS is the join order of the MGs, which decide
to join the coalition S, and SS is the set of the MGs’ order
in S. w1 and w2 represent the price of a unit price of power
in the coalition and that in the MS, respectively. Pi0 and Pj0
are given by eqs. (2) and (3). Pij is given by eq. (6). By
using eq. (8), which represents the total power loss incurred
by the different power transfers for S, we can define the value
function for the MGs (N ,v) coalition game:

v(S) = max
Ω∈SS

u(S,Ω) (9)

IV. ENVISIONED GAME THEROTIC COALITION
FORMULATION STRATEGY (GT-CFS)

In a game, players can make different choices, e.g., which
coalitions to join and which coalition/MGs/MS to buy the
power from. Each player confronts the best possible choice
for him. Note that this is the reason behind our motivation
to propose an adequate algorithm to help the MGs to choose
the best decision. Therefore, an effective strategy is essential
to ensure that the sum of the power transfers between the

coalitions and the MS is the minimum, so as to maximize the
payoffs of the MGs. To achieve this objective, we want to
increase the utilities of the coalitions. In eq. (8), u(S,Ω) is
made up of three terms. Generally speaking, the power loss
between the MS and MGs is much higher than that between
the MGs. Hence, the first term is much lower than the second
term and the third term in the same condition. In other words,
we can minimize the power transfer between the coalition
and the MS to alleviate the power loss out of the coalition.
Therefore, in order to maximize eq. (9), a strategy will be
designed that can find the coalition having the MGs so as
to ascertain the minimum power loss between the coalition
and the MS, or obtain the maximum profit from forming the
coalition. To achieve this target, MGs can calculate the value
of Difference of Power loss per unit Power (DPP) between
within coalition and out of the coalition. It is obvious that the
greater difference will bring greater payoff for the coalition.
If MGi wants to form coalition with MGj and the quantity
of transfer is Qij , the function of DPP between them is as
follow.

DPP (i, j) =
P0i(Qij) + P0j(Qij)− Pij(Qij)

Qij
(10)

where P0i, P0j , and Pij are given by eqs. (2) and (6). In other
words, the function of DPP is the marginal value of a MG for
the coalition. For maximizing the profit of coalition, MGs will
find the partners which are able to maximize the eq. (10). In
this vein, our envisioned strategy is as follows.
• Initialization: sort Ss and Sb in descending order, ac-

cording to the requests of MGs (selling or buying),
i.e., Sb = {b1, ..., bk}, and calculate the sum of sets
respectively and find the less one of two sets. To facilitate
the description of the algorithm, we may assume that Sb
is the less one. Then, select bl ∈ Sb as the objective.

• Step 1: depending on the demand of objective, based
on eq. (10), find the appropriate MGs in Ss or Sb to
form coalition S with objective, which can ensure that
the profit of coalition S is the maximum. Thus, this step
indicates that the power loss of MGs in coalition S is
less than that between the MS and the MGs belonging to
the coalition S.

• Step 2: If the remainder of Ss is less than that of Sb,
select the biggest one in Ss as the objective. Go to step
1, until there is no availability in the sets or one of the
sets is an empty set.

• Step 3: If the remainder of Ss is more than that of Sb,
select the biggest one in Sb as the objective. Go to step
1, until no availability in the sets or one of sets is empty
set.

Again refer back to eq. (9), which represents the maximum
total utility produced by any S ⊆ N . This represents that
the minimum power loss over the distribution lines. There-
fore, comparing with the non-cooperative case (described in
Sec. III-A), the sum of utilities of MGs in the considered
coalitions increase. That is to say, the MGs produce the
extra profits through forming the coalition. Upon completion
of the coalition formation, the MGs belonging to the same
coalition face the problem of how to distribute the extra profits
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appropriately in the coalition. If the allocation of profits is not
appropriate, the coalition will be split into parts. Thus, we
need an appropriate allocation for the profits.

For this purpose, we choose the “Shapley” value concept
from cooperative game theory [21]. In each the cooperative
game, it assigns a unique distribution (among the players) of
a total surplus produced by the coalition of all the players.
When a MG joins in a coalition, it will bring income for
the coalition. However, different order that MGs join in the
coalition means different income. Shapley value is average
income, which is generated by a MG join in a coalition. In
other words, the Shapley value of a MG is the contribution
of that MG to its coalition. Profit distribution totally depends
on the MGs’ contribution for the coalition. Furthermore, the
“Shapley” value of a MG is the contribution of this MG.
Therefore, if all the “Shapley” values of MGs are given, the
profit may be distributed. If there is a coalition game (N , v),
the Shapley value of player i (MGi) can be calculated by
following formula:

φi(v) =
∑

S⊆N\{i}

|S|!(n− |S| − 1)

n!
(v(S∪{i})−v(S)), (11)

where n is the total number of players and the sum extends
over all the subsets S of N without the ith player, and v(S)
is given by eq. (9). The formula can be interpreted as follows.
Imagine that the coalition is formed one player at one time,
each player demands their contribution v(S ∪ {i}) − v(S)
as an appropriate compensation, and then averages over the
possible different permutations in which the coalition can be
formed. In Section III, the function v of MG is given. Hence,
the “Shapley” value can be calculated.

Furthermore, since the payoffs depend upon the MGs’ order
in the coalition, the payoffs are likely to be different in
different orders. In fact, the contribution of a player to the
coalition is independent of the order. Therefore, the fraction
in eq. (11) attempts to calculate the average of the payoffs in
all conditions, and this average is the contribution of the player
to the coalition. Additionally, the Shapley value has nothing to
do with the costs of the players. For example, consider three
players, costs of whom are 10, 20, 30, respectively. Then, the
payoff function is as follows.

v(S) =

{
1 : S = {1, 2, 3}
0 : otherwise,

The number of orders is six. Different orders mean different
payoffs. Now, let us calculate the Shapley value of the 1st

player. From Table I, we can find the value of the 1st player
to be 1

3 . Similarly, note that the values of the 2nd and 3rd

players are the same as the 1st player. All the values are 1
3 .

Thus, their contributions for the coalition are same, although
their costs are different.

From eq. (11), we can see that if two MGs have equal
contributions to the coalition, their corresponding Shapley
values are the same, although their individual values are
different. Furthermore, the value is independent of the order of
MG in the coalition. At the first glance, the result may appear
to be unfair; however, it indicates the practical contribution

TABLE I
THE SHAPLEY VALUE OF PLAYER 1

Order v(S ∪ {1})− v(S)
Order 1,2,3 v({1})− v(∅)=0-0=0
Order 1,3,2 v({1})− v({∅})=0-0=0
Order 2,1,3 v({2, 1})− v({1})=0-0=0
Order 3,1,2 v({3, 1})− v({1})=0-0=0
Order 2,3,1 v({2, 3, 1})− v({2, 3})=1-0=1
Order 3,2,1 v({3, 2, 1})− v({3, 2})=1-0=1

Algorithm 1 COALITION FORMING ALGORITHM OF
MGs

Initial State
Each coalition is one MG, which means that all MGs

cannot form coalition with others. Therefore the network is
partitioned by S = S1, S2, ..., SN .
Stage 1 Coalition Formation:

repeat
a)M = Merge(S): the MGs will form coalition or

merge small coalitions to big one.
b)S = Split(M): the MGs will decide to leave from

the coalitions to form new coalitions through the Pareto
Order in (8).

until no MGs can do merge-and-split operation to get
more payoffs, and the network is partitioned by S′.
Stage 2 Power transfer:

repeat for every Si ∈ S′
the MGs ∈ Si will exchange power with others by the

order of forming coalition.
until no local power transfer is possible.

if every Si ∈ S′, any seller or buyer, which has not
meet its demand or has power surplus to sell, can exchange
power with MS.

of the players to the coalition. Therefore, MGs in the same
coalition may distribute the extra payoff, based on eq. (11).

Based on the envisioned strategy for objective selection and
the concept of Shapely value for extra profit distribution in a
coalition, we propose an algorithm to formulate distributed
coalitions of MGs in the remainder of this section. First, we
need to introduce an important definition from [20].

Definition 4.1: Consider two collections of disjoint coali-
tions A = {A1, ..., Ai} and B = {B1, ..., Bj} which are
formed out of the same players. For one collection A =
{A1, ..., Ai}, the payoff of a player k in a coalition Ak ∈ A is
φk(A) = φk(Ak) where φk(Ak) is given by (9) for coalition
Ak. Collection A is preferred over B by Pareto order, i.e.
A . B, if and only if

A . B ⇔ {φj(A) ≥ φj(B),∀k ∈ A,B} (12)

with at least one strict inequality (>) for a player k.
The Pareto order means that a group of players prefer to

join a collection A rather than B, if at least one player is able
to improve its payoff when the structure has been changed
from B to A without cutting down the payoffs of any others.

In order to form the coalition, two distributed rules are
needed: merge and split [22] defined as follows:
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Definition 4.2: Merge: Merge any set of coali-
tions {S1, ..., Sl} where {∪li=1Si} . {S1, ..., Sl},
hence,{S1, ..., Sl} → {∪li=1Si}.

Definition 4.3: Split: Split any coalition {∪li=1Si} where
{{S1, ..., Sl} . ∪li=1Si}, hence,{∪li=1Si} → {S1, ..., Sl}.

From the definitions of merge and split, we find that some
MGs and some MGs coalitions will join a new coalition or
merge with a bigger coalition, respectively, if at least one of
them can improve its payoff and do not cut down the payoffs
of any other MGs and coalitions, respectively. On the other
hand, a big coalition will be split into some small coalitions
(or even disappear) if the MGs find that they can leave the
coalition or merge with a smaller coalition, so as to get more
payoffs than that in the current coalition. Hence, a merge or
split decision by Pareto order will ensure that all the involved
MGs agree on it.

Because the MGs act as players of a cooperative game, we
propose a coalition formation algorithm called Game Theoretic
Coalition Formulation Strategy (GT-CFS) by exploiting the
merge and split operations as shown in Alg. 1. First, in our
envisioned algorithm, each MG could obtain information of
others (e.g., position, neighbour MGs, and so on) by using the
communication infrastructure or communication technology of
smart grid (i.e., smart meters). Second, the MGs will produce
the power, meet the demands of the users, and decide to buy
or sell the power. Third, the forming coalition stage starts
when the merge process occurs as follows. Given a partition
S = {S1, ...Sk}, each coalition Si ∈ S will communicate to
its neighbours. Using these negotiations, the coalitions will
exchange the information with others. MGs want to find the
best partners MGs to form coalitions, so as to get more profits
(payoff). The rules of merge and split will help them to deal
with it. The coalitions or MGs calculate their payoffs by
employing eqs. (8) and (9), find that the payoffs of all of
them will increase, and this is the Pareto order in eq. (12),
if they can form a coalition. They will do it with the rule
of the merge operation. For example, consider that there is a
MG, which is able to sell power. Assume that the power loss
between it and the MS is 0.2. If it can find a coalition, which
needs power, and the power loss between them is 0.15, the
MG will join the coalition. But during the next time interval,
the surrounding circumstances of the MG may change, such
as the coalition does not want to buy power from the MG, or
there exists another coalition for the buyer such that the power
loss is lower than that in the current coalition. Therefore, the
MG will leave this coalition to find a new one so as to alleviate
its power loss.

For any MG, the decision of merge and split is a distributed
operation, and it is not be affected by other MGs or the MS.
Most importantly, a MG is able to make it individually by
following Alg. 1. After the merge and split iterations, the
network will compose of disjoint coalitions, and no coalitions
may have any incentive to perform further merge or split
operation. Upon such convergence, the MGs within each
formed coalition will start its power transfer stage.

In next section, a proof on the stability, convergence, and
optimality of proposed GT-CFS algorithm is presented.

V. PROOF OF STABILITY, CONVERGENCE, AND
OPTIMALITY OF GT-CFS

It is important to show that our proposal is stable regardless
of the environmental changes in the grid. Furthermore, it is
also important to prove that it converges to an optimal solution.
We begin our proof by providing a definition of stability
followed by two theorems. The proof of each of the theorems
is provided separately.

Definition 5.1: A coalition C: = {C1, ..., Ck} is Dhp-stable
if the following two conditions are satisfied.

(a) for each i ∈ {1, ..., k} and for each partition {P1, ..., Pl}
of the coalition Ci: v(Ci) ≥

∑l
j=1 v(Pj).

(b) for each set T ⊆ {1, ..., k}:
∑
i∈T v(Ci) ≥ v(∪i∈TCi).

Theorem 5.1: The coalition formed by proposed algorithm
is Dhp-stable.

Proof: From the Definition 5.1, we know that if a coali-
tion formed by our proposed GT-CFS is Dhp-stable, it must
satisfy two conditions. At first, let us see the first condition.
Assume {P1, ..., Pl} is an arbitrary partition of any stable
coalition Ci. Select partition Pk arbitrarily from coalition Ci
where k ∈ {1, ..., l}. Because each coalition and partition must
have a “seller” and a “buyer”, there exists a MGj belonging
to both Pk and Ci at least. If the payoff of MGj in Pk is
more than that in Ci, MGj will use the proposed algorithm
to split the coalition Ci into smaller coalitions so that the
coalition Ci will not exist. Therefore, for any stable coalition
Ci, which is formed by the proposed algorithm, condition (a)
must be satisfied.

Then, let us discuss the second condition. For each coalition
Ci which is formed by the proposed algorithm, if there
exists a bigger coalition C ′ which is satisfied Ci ⊆ C ′ and
v(Ci) < v(C ′), the MGs in Ci make use of the proposed
GT-CFS to merge other coalitions with a bigger coalition C ′

where the MGs are able to get more payoffs than that in the
smaller coalition Ci. However, Ci is formed by GT-CFS, and
it is the final result. Hence, C ′ cannot exist. It contradicts the
assumption of stable coalition C ′. Therefore, for each coalition
Ci formed by the proposed algorithm, condition (b) must be
satisfied.

Remark: The first condition in Theorem 5.1 means that if a
coalition is formed by the proposed algorithm, one cannot find
its subsets, which are satisfied as the sum of subsets’ payoffs
is more than that of the coalition. Similarly, in the second
condition, it means that it is not possible to find a bigger
coalition C ′, which satisfies Ci ⊆ C ′ and v(Ci) < v(C ′).
In other words, coalition Ci cannot provide extra profits for
others when Ci joins a bigger coalition. As a consequence,
another coalition does not want to merge with Ci to formulate
a bigger one. Therefore, by using the proposed GT-CFS
repeatedly, the final result becomes stable (regardless of the
initial value).

Theorem 5.2: In the studied (N ,v) MGs coalition game, the
proposed GT-CFS converges to the Pareto optimal Dhp-stable
partition, if such a partition exists. Otherwise the final partition
is merge-and-split proof [23].

Proof: It is an immediate consequence of Theorem 5.1.
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From theorems 5.1 and 5.2, we can see that the Dhp-stable
partition is an outcome of the algorithm of formation coalition
based on merge-and-split iterations. In other words, the Pareto
optimal one is only stable situation. Therefore, the MGs can
exploit the operation of merge or split to change the coalitions
until they get the Dhp-stable.

Finally, by using GT-CFS, the MGs will make a decision
regarding merge and split operations to finally determine
whether the MGs will stay in the coalition or not, so as to
increase their payoffs upon environmental changes (i.e., the
variations in the surplus or the need of power due to the
changes in the demand or production of one or more MGs). To
deal with it, GT-CFS is repeated periodically so that it allows
the MGs to make a new decision of merge or split to adapt to
the environment which has been changed.

VI. OPTIMAL NUMBER OF MGS IN A REGION

In the previous section, our proposed algorithm of forming
coalitions dubbed GT-CFS is presented. MGs will supply the
users with the power to meet their demands. However, an
excessive number of MGs will increase the maintenance cost,
and this will raise the costs of users. Therefore, a key question
arises in terms of the appropriate number of MGs in a given
region to participate in the coalitions formation. This issue is
addressed in this section.

Assume that the total demands of the users in a region
are fixed to Dtotal and the maintenance cost of the MG
is a constant C0. Additionally, assume that the maximum
production of MGs are the same, denoted by G. From eq. (6),
when m power is transmitted, the average power loss is:

P1(m) =
Ravg1m

2

U2
1

, (13)

where Ravg1 refers to the average resistance among MGs and
it is an area-related constant. When the electricity production
m does not meet the demand Dtotal, the users need to buy
power from the MS. Based on eq. (13), the request function
RMS(m) is:

RMS(m) = Dtotal −m+ P1(m). (14)

By using eqs. (2), (3), and (4), we can calculate the average
power loss between the MGs and the MS, when power
RMS(m) is transmitted between the MGs and the MS. The
power loss function P2(m) is given as follows.

P2(m) =
Ravg2m

2

U2
0

+ αm, (15)

where Ravg2 is the average resistance between the MG and the
MS. It is also an area-related constant. When the production
of electricity from the MGs is less than the demands of users,
the users are able to buy the rest from the MS. The total cost
C1 can be expressed as:

C1(n) = w1(nG) +w2(RMS(nG) +P2(RMS(nG))) + nC0,
(16)

where n ∈ N denotes the number of MGs. Similarly, when
the production is not less than the demands, the cost can be
expressed as C2 as below.

C2(n) = w1(Dtotal) + nC0. (17)

Therefore, when the number of deployed MGs is n ∈ N,
the COsting Money for Electricity (COME) is given by:

COME(n) =

{
C1(n) : nG ≤ Dtotal + P1(nG)
C2(n) : otherwise

(18)
If N is the optimal number of MGs, COME(N) will satisfy

COME(N) = min
n∈N

COME(n) (19)

The next theorem will guarantee that the function COME(n)
exists with a minimum.

Theorem 6.1: The function COME(n) exists with a mini-
mum.

Proof: If a minimum of COME(n) exists, it must satisfy
(minCOME(n) = min(C1(m), C2(l)) ∀n,m, l ∈ N). If C1

and C2 exist with their minimum, the minimum of COME
exists. It is obvious that C2(n) is an increasing function of
n. Therefore, a minimum of C2(n) exists. Let us consider
the function C1(n). Note that n ∈ [1, dD+P1(NG)

G e], when
COME(n) = C1(n). Hence, the minimum of C1(n) exists.
As a consequence, the function COME(n) exists with a mini-
mum.

Thus, if the afore-mentioned parameters are known, the
optimal number of MGs can be calculated.

When we know the maximum of demand, based on our
algorithm, the maximum number of MGs is given. When
the demand below the maximum, MGs will decrease their
productions, or may not even generate additional power for
some period. Therefore, our algorithm is able to adjust the
number in a real system.

In the following section, the effectiveness of our proposal
is evaluated.

VII. PERFORMANCE EVALUATION

In this section, simulation results are presented to evaluate
the effectiveness of our proposed GT-CFS. Our considered
simulation scenario comprises a power distribution grid topol-
ogy, area of which is 10 × 10 km2. The MS is placed at the
center of the grid, and the MGs are deployed randomly in the
topology. For convenience, the MG and the users linked to this
MG are regarded as a whole. Therefore, the demands of user is
equal to the demand of MG. The power requirement parameter
of MGi denoted by Reqi is assumed to be a random variable
distributed from -200 MW to 200 MW (note that the negative
and positive signs of Reqi imply that MGi is a “buyer” or a
“seller”, respectively). The resistance between the MGs is the
same as that between the MS and any MG, and its value R =
0.2 Ω per km. The fraction number of power transfer α = 0.02
according to the assumption in [24]. The voltage values of
U0 and U1 are set to 50 kV and 22 kV, respectively, which
represent practical values in a variety of smart grid distribution
networks [24]. The price of the each of the unit power loss
parameters is set as w1 = 1 and w2 = 3. These values are set
arbitrarily and do not affect the fundamental observations in
the conducted simulation. The simulation results are presented
in the remainder of this section.

Fig. 2 depicts the average power loss per MG for varying
number of MGs from two to 100 in case of the non-cooperative
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model, a conventional algorithm called NMS [19] (MG will
find the nearest neighbour MG to form coalition), and our
proposed GT-CFS. The results in the figure indicates that when
the number of MGs increases, the average power loss changes
just a little in the non-cooperative game case. However, in
the cooperative coalition cases, i.e., in our GT-CFS and the
conventional NMS, the power losses decrease (sharp initial
drop followed by gradual descent) with the increasing number
of MGs. For instance, when the number of MGs is 100, the
power loss in GT-CFS reaches up to significant reduction in
contrast with the non-cooperative game case, and exhibits bet-
ter performance compared to the cooperative NMS approach.
The good performance of GT-CFS can be attributed due to
the fact that the power losses within its formed coalitions are
much lower than those between the MS and MG(s). Hence,
when most of the MGs are in the coalitions, the whole costs
of the users decrease. However, power losses exist in the
coalition, when power has been transmitted. Therefore, the
average power loss does not always fall, as verified by the
shape of the curve demonstrated in Fig. 2.

Furthermore, in GT-CFS, the sum of power losses in the
coalitions is less than that in the NMS. This is because
GT-CFS helps coalitions to select MGs, marginal values of
which for the coalition are the maximum. In other words, the
value of DPP is the maximum. On the other hand, when the
power loss between the MGs remain the same, the coalition
selects the MGs which are further away from the MS, and
thus, the coalition gets more profit from the selected MGs.
However, NMS only selects the nearest MG to form coalition
and it cannot guarantee the profit of coalition is maximum.
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As a consequence, GT-CFS outperforms NMS in terms of
improvement of the average power loss.

Fig. 3 demonstrates the difference of the money required
for buying power in case of NMS and that in our proposed
GT-CFS. As shown in the figure, when the number of MGs
increases, the difference of the required money (i.e., saved
money by using GT-CFS) becomes larger. It is because GT-
CFS will help coalition to find the MGs which can bring
maximum payoff with coalition while NMS only considers
finding the nearest MG to decrease the power loss. Coalitions
are able to obtain more profit from GT-CFS than that from
NMS. Hence, our algorithm may help the MGs to save
a significant amount of money in contrast with the NMS
algorithm.

Next, from Fig. 4, we can see that the number of coalitions
increases with the number of MGs increasing. This supports
intuition. If we analyse numerically, the number of coalitions
increases from 1 (for 5 MGs) to 12 (for 50 MGs). Note that the
positions of MGs are fixed since their random deployment in
the simulation grid topology. Hence, the power losses between
the MGs and MS are fixed when they want to transmit the
same power. However, with the increasing number of MGs,
the distance between them becomes shorter and shorter and
the power losses among the MGs decrease. Therefore, in order
to decrease the power loss, the MGs can form the coalitions
and exchange power with others.

In Fig. 5, the result demonstrates that with the increasing
of number of MGs, less and less MGs are left without being
inside coalitions. Also, it indicates that the MGs can form
coalitions easily, because of the shortened distance among
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Fig. 7. Average number of merge-and-split operations per MG versus the
frequency of changes in the power needs of the MGs over a period of 24
hours

them. Furthermore, it also reflects the fact that the MGs
can sell or buy power easily from other MGs than the MS.
However, from this figure, we find that some MGs are out of
the coalitions. There are two reasons that a MG is not part
of a coalition. The first reason is that the MG is far away
from other MGs. In this case, the power losses among this
MG and others are larger than that between this MG and MS.
Therefore, no coalition will allow this MG to join any of the
coalitions. The second reason is that the demands of MGs is
zero (e.g., the coalition 3 in Fig. 1). It means that the MG
does not need to exchange power with others.

Assume, for example, that the peak period in the power grid
is observed twice a day, namely in the morning (from 6 AM to
9 AM) and in the evening (from 4 PM to 9 PM). Furthermore,
the number of MGs is 15 whose situations remain fixed since
their initial random deployment in the simulated grid. Fig. 6
shows the variation of the average number of MGs in a
coalition in a day. The average number of MGs per coalition
during the peak period is 2.58 while during the off-peak period
it has a lower value of 2.11. It is because that during peak time,
the users need more electricity to meet their demands than
that in off-peak time, and the MGs will not exchange power
when they belong to different coalitions. Therefore, the MGs
need to change coalitions to buy power from others. Thus, it
also becomes obvious that forming coalition is a good choice
for the MGs, regardless of whether they act as “buyers” or
“sellers”.

In Fig. 7, we plot the average number of merge and split
operations per MG (i.e., overhead) versus the frequency of

 0

 2

 4

 6

 8

 10

 12

 14

 16

 18

4 2 1

A
v
er

ag
e 

n
u
m

b
er

 o
f 

m
er

g
e-

an
d
-s

p
li

t 
 o

p
er

at
io

n
s 

p
er

 M
G

The interval of operations (Hour)

Algorithm of NMS
GT-CFS algorithm

Fig. 8. Average number of merge-and-split operations per MG versus the
different interval over a period of 24 hours in the different algorithms

0

2

4

6

8

10

15

23

31

39

47

55

10

20

30

40

50

60

70

80

90

Area of region (100 km
2 )

The optimal number of MGs in the region

Total demands of users (MW)

O
p

ti
m

al
 n

u
m

b
er

 o
f 

M
G

s

Fig. 9. The optimal number of MGs in the region

changes in the power needs of the MGs over a period of hours,
for N = 15 MGs in the different algorithms. Here, an interval
of one hour is considered. Comparing with the conventional
NMS approach, the number of operations in our proposed GT-
CFS is slightly higher per day. It is because that the MGs
need to change coalitions during different time periods to get
an optimal power loss improvement. Indeed, in our proposal,
the MGs form the coalitions based on the minimization of the
total power loss during power transfer within the coalitions.
Therefore, the average number of merge and split operations
is found to be slightly higher than that in the NMS algorithm.
However, from earlier sections, we also know that there exists
a minimum power transfer between the MGs and the first part
of eq. (8) is significantly less than the others in the same
condition. In other words, to choose the nearest MG in a
coalition does not mean the total power loss is minimum. The
proposed GT-CFS is able to guarantee maximization of the
total power in the coalitions and minimization of the power
loss between the considered MGs or between the MS and
MG(s). Hence, GT-CFS exhibits better performance in contrast
with NMS.

Next, Fig. 8 demonstrates that, as the dynamics of the
environment change and become faster, i.e., the frequency of
changes increases, the MGs require a higher number of merge
and split operations to adapt to the updated network structure.
For instance, while 3.13 and 3.93 merge-and-split operations
are required when the power needs change 6 times every 24
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hours (for N = 15 MGs) by using the different algorithms
respectively, these numbers increase to 12.26 and 13.13 when
the power needs change roughly every hour. Nevertheless,
in smaller time intervals, the difference of merge and split
operations in existing NMS algorithm and proposal is not high.
In fact, our proposed GT-CFS saves a significant amount of
power loss with a slight higher overhead.

In terms of saving money of the users, Fig. 9 depicts the
optimal number of MGs in different cases. Remember that the
optimal number of MGs depends on the area of the considered
region and the demands of users in that area. For this reason,
with their increasing demands, users need more electricity
from the MGs to reduce their costs. For example, the optimal
number becomes from 15 to 50, when the demands change
from 15 MW to 55 MW in the the simulated grid area of
10 × 10 km2. Additionally, a higher resistance means a higher
power loss. Hence, when the area is larger, more MGs are
wanted to minimize this higher power loss. When the area
changed from 100 km2 to 1000 km2 and the demands are 15
MW, the number of MGs becomes from 15 to 17. Thus, it is
evident from Fig. 9 that the increasing speed of demands is
more than that of the power loss.

VIII. CONCLUSION

In this paper, we proposed a novel game theoretic coalition
formulation strategy dubbed GT-CFS for distributed micro
grids. Our proposal allows the MGs to form coalitions so that
the power loss is minimized when power is transmitted from a
MG to other MGs or the macro station. The proposed GT-CFS
also allows the MGs to make decisions on whether to form or
break the coalitions while maximizing their utility functions
through alleviating the power loss within power transfer. The
proof of stability and optimality of GT-CFS is presented.
Also, an analysis on determining an optimal number of MGs
required for a given area is conducted. Through simulation
results, the effectiveness of GT-CFS is verified. Comparative
results demonstrate its superior performance, in contrast with
the non-cooperative model and the conventional NMS model,
in terms of a significant reduction of the average power loss per
MG. In future, it will be interesting to analyse the interactions
of the customers with their corresponding MGs to explore
possibility of formulating more effective coalitions and reduce
further power loss. Additionally, energy storage devices for
the MGs can be added to our list of assumptions in the future
extension of our work. The energy storages devices for the
MGs will store the power in the off-peak periods and release
the power to meet the demands of users in the peak time.
However, at the same time, the devices will increase the costs
of users. Therefore, there should be an optimal result to solve
the problem that what is the best choice for the MGs.
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sumption of electrical power in Germany”, 2005.

[2] S. A. Arefifar, Y.A.I. Mohamed, and T.H.M. El-Fouly, “Supply-
Adequacy-Based Optimal Construction of Microgrids in Smart Distribu-
tion Systems,” IEEE Transactions on Smart Grid, Vol.3, Issue 3, pp.1491-
1502, 2012.

[3] D. Niyato, and Ping Wang, “ Cooperative transmission for meter data
collection in smart grid,” Communications Magazine, Vol.50, Issue 4,
pp.90-97, 2012.

[4] L.F. Ochoa, and G.P. Harrison, “Minimizing Energy Losses: Optimal
Accommodation and Smart Operation of Renewable Distributed Genera-
tion”, IEEE Transactions on Power Systems, Vol.26, Issue 1, pp.198-205,
2011.

[5] B. Kantarci, and H.T. Mouftah, “Cost-Aware Smart Microgrid Network
design for a sustainable smart grid”, GLOBECOM Workshops (GC
Wkshps), pp.1178-1182, 2011.

[6] S. Meliopoulos, G. Cokkinides,R. Huang, E. Farantatos, Sungyun Choi,
Yonghee Lee, and Xuebei Yu, “Smart Grid Infrastructure for Distribution
Systems and Applications”, System Sciences (HICSS), 2011 44th Hawaii
International Conference on, pp.1-11, 2011.

[7] S. Deilami, A.S. Masoum, P.S. Moses, and M.A.S. Masoum, “Real-Time
Coordination of Plug-In Electric Vehicle Charging in Smart Grids to
Minimize Power Losses and Improve Voltage Profile”, IEEE Transactions
on Smart Grid, vol.2, issue 3, pp.456-467, 2011.

[8] A. Vargas, and M.E. Samper, “Real-Time Monitoring and Economic
Dispatch of Smart Distribution Grids: High Performance Algorithms for
DMS Applications”, IEEE Transactions on Smart Grid, vol.3, issue 2,
pp.866-877, 2012.

[9] A. Costabeber, T. Erseghe, P. Tenti, S. Tomasin, and P. Mattavelli,
“Optimization of micro-grid operation by dynamic grid mapping and
token ring control”, Power Electronics and Applications (EPE 2011),
Proceedings of the 2011-14th European Conference on, pp.1-10, 2011.

[10] A. Costabeber, P. Tenti, and P. Mattavelli, “ASurround control of
distributed energy resources in micro-grids”, Sustainable Energy Tech-
nologies (ICSET), 2010 IEEE International Conference on, pp.1-6, 2010.

[11] Paolo Tenti, Alessandro Costabeber, Daniela Trombetti,and Paolo Mat-
tavelli, “ Plug & play operation of distributed energy resources in
micro-grids”, Telecommunications Energy Conference (INTELEC), 32nd
International, pp.1-6, 2010.

[12] M. V. Kirthiga, S. A. Daniel, and S. Gurunathan, “A Methodology
for Transforming an Existing Distribution Network Into a Sustainable
Autonomous Micro-Grid”, IEEE Transactions on Sustainable Energy,
vol.PP, issue 99, pp.1, 2012.

[13] Zhihao Li, Chenye Wu, Jiong Chen, Yiyu Shi, Jinjun Xiong, and Amy
Yuexuan Wang, “Power distribution network reconfiguration for bounded
transient power loss”, Innovative Smart Grid Technologies - Asia (ISGT
Asia), 2012 IEEE, pp.1-5, 2012.

[14] A. S. Bouhouras, G.T. Andreou, D.P. Labridis,and A.G. Bakirtzis,
“Selective Automation Upgrade in Distribution Networks Towards a
Smarter Grid”, IEEE Transactions on Smart Grid, Vol.1, Issue 3, pp.278-
285, 2010.

[15] Nenad A. Katic, Vlado Marijanovic, and Isabela Stefani, “Profitability
of Smart Grid Solution application in distribution network”, Power Gen-
eration, Transmission, Distribution and Energy Conversion (MedPower
2010), 7th Mediterranean Conference and Exhibition on, pp.1-6, 2010.

[16] Z. M. Fadlullah, Y. Nozaki, A. Takeuchi, and N. Kato, “A survey of game
theoretic approaches in smart grid”, IEEE Wireless Communications and
Signal Processing (WCSP), pp.1-4, 2011.

[17] R. Couillet, S.M. Perlaza, H. Tembine, and M. Debbah, “A mean field
game analysis of electric vehicles in the smart grid”, IEEE Computer
Communications Workshops (INFOCOM WORKSHOPS), pp.79-84, 2012.

[18] Chun Zhang, Wei Wu, Hantao Huang, and Hao Yu, “Fair energy resource
allocation by minority game algorithm for smart buildings”, Design,
Automation & Test in Europe Conference & Exhibition (DATE), pp.63-68,
2012.

[19] W. Saad, Han Zhu, and H.V. Poor, “Coalitional Game Theory for Coop-
erative Micro-Grid Distribution Networks”, ICommunications Workshops
(ICC), pp.1-5, 2011.

[20] H. Li, and W. Zhang, “QoS routing in smart grid”, Proc. IEEE Global
commun. conf., Miami, FL, USA, 2010.

[21] Lloyd. S. Shapley, “A Value for n-person Games”, In Contributions to
the Theory of Games, volume II, by H.W. Kuhn and A.W. Tucker, editors.
Annals of Mathematical Studies v.28, pp.307-317. Princeton University
Press, 1953.

[22] E. Apt, and A. Witzel, “ A generic approach to coalition formation”,
Proc. of the Int. Workshop on Computational Social Chioce (COMSOC),
Amsterdam, Holland, 2006.

[23] E. Apt, and A. Witzel, “Stable partitions in coalitional games”,
arXiv:cs/0605132v1 [cs.GT], 2006.

[24] J. Machowski, J.R. Bialek and J.R. Bumly, “power systems dynamics:
Stability and Control”, New York, USA: Wiley, 2008



11

Chao Wei(S’12) received his B.S. and M.S. degrees in Mathematics from
Heilongjiang University, China, in 2002 and 2007, respectively. He is currently
a lecture at Heilongjiang University, China and a Ph.D. candidate at the
Graduate School of Information Sciences at Tohoku University, Japan. His
main research interests include Smart Grid.

Zubair Md. Fadlullah(M’11) received B.Sc. degree with Honors in computer
sciences from the Islamic University of Technology (IUT), Bangladesh, in
2003, and M.S. and Ph.D. degrees from the Graduate School of Information
Sciences (GSIS), Tohoku University, Japan,in 2008 and 2011, respectively.
Currently, he is serving as an Assistant Professor at GSIS. His research
interests are in the areas of smart grid, network security, intrusion detection,
game theory, and quality of security service provisioning mechanisms. He
was a recipient of the prestigious Deans and Presidents awards from Tohoku
University in March 2011 for his outstanding research contributions.

Nei Kato(M’03-SM’05-F’13) has been a full professor at GSIS, Tohoku
University, since 2003. He has been engaged in research on satellite com-
munications, computer networking, wireless mobile communications, smart
grid, image processing, and pattern recognition. He has published more
than 300 papers in peer-reviewed journals and conference proceedings. He
is a distinguished lecturer of IEEE ComSoc, and a Fellow of IEICE. He
currently serves as the Vice Chair of the IEEE Ad Hoc & Sensor Networks
Technical Committee. His awards include Minoru Ishida Foundation Re-
search Encouragement Prize (2003), Distinguished Contributions to Satellite
Communications Award from the IEEE Communications Society, Satellite
and Space Communications Technical Committee (2005), the FUNAI In-
formation Science Award (2007), the TELCOM System Technology Award
from Foundation for Electrical Communications Diffusion (2008), the IEICE
Network System Research Award (2009), the IEICE Satellite Communications
Research Award (2011), the KDDI Foundation Excellent Research Award
(2012), IEICE Communications Society Distinguished Service Award (2012),
IEEE GLOBECOM Best Paper Award (twice), IEEE WCNC Best Paper
Award, and IEICE Communications Society Best Paper Award (2012).

Akira Takeuchi Senior Research Engineer, Energy Optimization Technology
Group, Energy System Project, NTT Energy and Environment Systems
Laboratories. He received the B.E. and M.E. degrees in electronics engineering
from Kyushu University, Fukuoka, in 1990 and 1992, respectively. He
joined NTT Interdisciplinary Research Laboratories in 1992. His research
interests are power converters, energy control technologies, and optimization
techniques. He is a member of the Institute of Electronics, Information and
Communication Engineers (IEICE) of Japan.


	IEEE
	TPDS-2013-02-0178R1_Wei.pdf

